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Abstract

Trustworthy Program Generation in the Key Phases of the Software Development Life
Cycle

by

Cai Yufan

Doctor of Philosophy in Computer Science

National University of Singapore

The advent of large language models (LLMs) has transformed software engineering by

enabling the automatic generation of code from natural language specifications. Despite

their remarkable capabilities, LLMs lack reliability guarantees and often produce code

that may contain errors. This issue is exacerbated by their inherent tendency to hallucinate,

introducing significant risks into the software development process. Furthermore, the

process by which LLMs transform specifications into code is largely opaque, functioning

as an uncontrolled black box. This lack of transparency hinders users’ comprehension and

trust of the generated outputs. Additionally, the absence of explainability in the generated

code makes it challenging for programmers to understand and debug.

To address these challenges, this thesis introduces innovative methodologies to enhance

trustworthiness in program generation across key phases of the software development life

cycle. In this context, "trustworthiness" is defined by three core attributes: verifiability,

explainability, and reliability. These attributes are essential for ensuring that the generated

programs are functional and dependable.

This thesis addresses the key phases of the software development life cycle, including

the software requirements, software design and verification, and software maintenance and

evolution. Each chapter is devoted to one or more of these phases, presenting pioneering

techniques that blend advancements in artificial intelligence and formal methods with

robust software engineering practices. By doing so, this thesis seeks to establish a

foundation for creating trustworthy systems that bridge the gap between automated code

generation and practical software development.

The following introduces four key contributions:

vi



Program Refinement. We build the LLM Aided Program Refinement (LLM4PR)

approach to transform formal specifications into verified and reliable code through program

refinement. It combines formal program refinement techniques with LLM-driven code

generation. We integrate the formal verification system with LLM and address the

reliability issues of the generated program.

Program Documentation. We propose the structure-centric and context-fusion code

summarization tool called CProSum to improve the code comprehension capabilities of

neural network models. By creating a contextual knowledge graph from existing codebases,

CProSum achieves a more explainable and accurate code summary. It substantially

enhances the quality of automated code comments and effectively narrows the divide

between complex code scenarios and their summaries.

Program Evolution. We explore code evolution through intelligent edit recommenda-

tions that interact with developers to evolve the code project. The proposed tool CoEdPilot

improves existing code by considering historical edits and contextual project information,

employing LLMs to predict and apply precise code modifications accurately and reliably

with the interaction of the users.

Program Adaptation. We introduce the adaptive model generation tool Adacom, a

dynamic system that adjusts code and comment generation models in real-time. Adacom

tailors its training dataset by focusing on the most beneficial data subsets, significantly

boosting the efficacy of code and comment generators and demonstrating the practicality

of model adaptation in various settings.

Above all, this thesis tackles the practical hurdles in program-related tasks. We

combine program refinement and verification methods, retrieval augmented generation

(RAG) methods, and real-time adaptation techniques to build a trustworthy, verifiable,

explainable, and reliable program generation system. The contributions of this thesis have

been published in several top conferences.

The experiment results show that our tools can generate a more trustworthy program

than the state-of-the-art models. Through these contributions, this thesis addresses some

practical challenges associated with automating code generation tasks and lays a robust

foundation for developing trustworthy automated tools that assist developers throughout

the software development life cycle.
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Key words: Trustworthy AI, Program Generation, Program Refinement, Program Ver-

ification, Program Documentation, Program Evolution, Real-time Adaptation, Language

Model, Neural Network, Machine Learning
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CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

The phenomenon of hallucination in large language models (LLMs)—where these

models generate plausible yet incorrect responses—is a notoriously challenging issue.

This issue is particularly acute in program generation, as LLMs often introduce subtle,

hard-to-detect bugs. In this thesis, we address these challenges by developing a sophisti-

cated, trustworthy program generation system. Our approach integrates several advanced

techniques to enhance the reliability of the generated code in several key stages of the

software development life cycle.

Firstly, we utilize formal methods to formalize the user requirements, build the for-

mal specifications, and then refine them to the programs, ensuring they meet rigorous

correctness standards. Secondly, we incorporate retrieval-augmented generation (RAG)

methods, which leverage a knowledge graph to provide relevant information during the

code comment generation process, increasing the explainability for further software prod-

uct release and deployment. Additionally, we emphasize the role of user interaction,

allowing for adjustments based on the user’s feedback to evolve the software. Finally,

our system is designed to adapt dynamically during the test time for domain-specific

knowledge, increasing its explainability and reliability. Together, these methodologies

form a comprehensive framework for creating software that not only functions correctly

but also maintains a high level of trustworthiness with the users throughout the software

development life cycle.
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CHAPTER 1. INTRODUCTION

1.1 Motivation and Goals
Recent advancements in neural networks and language models have significantly

improved the mathematics, reasoning, and programming capabilities of the deep learning

models, as detailed in comprehensive surveys and studies [235, 174]. Notable industrial

applications such as GPT-4 [155] and Copilot [70] have provided substantial assistance to

programmers, even achieving performances that surpass the 50th percentile in program-

ming competitions. Despite these successes, these models still face significant challenges,

particularly the issue of hallucination, where they generate plausible yet factually incorrect

information. User studies such as [196, 50] have highlighted that programmers struggle to

trust and debug code generated by LLMs due to the non-transparent and uncontrollable

nature of the generation processes. This lack of transparency is a major barrier to their

reliability. Moreover, it has been demonstrated that a significant portion of responses from

ChatGPT to programming queries are inaccurate, with over half containing errors [97].

Some mathematical analyses such as [212] have proven that hallucinations in LLMs are

an unavoidable phenomenon, underscoring the need for ongoing research to mitigate these

issues and enhance model reliability.

In response, this thesis presents a series of innovative methodologies designed to

enhance the trustworthiness of program generation through language models. The method-

ologies integrate the latest advancements in rigorous formal methods, software engineering

practices, and advanced artificial intelligence techniques to verify and explain the result

of the language models. This integration approach ensures the reliable creation and

modification of code throughout various essential stages of the software development life

cycle. By employing this comprehensive strategy, we mitigate the risks associated with

neural network outputs and establish a new benchmark for developing and maintaining

reliable, explainable, and verifiable software systems. Specifically, we address four critical

issues: (i) program refinement, (ii) program documentation, (iii) program evolution, and

(iv) program adaptation.

Program Refinement The refinement calculus [140, 11, 28, 180, 193] is one kind of

formal methods that stepwisely translate the formal specifications into programs. It entails

correctness-preserving transformations of formal abstract specifications into executable

programs guided by a calculus-based approach. However, this transformation, based
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on program refinement calculus, is largely carried out manually, making it both time-

intensive and prone to errors. Therefore, integrating LLMs and a proof assistant into

the refinement process is a logical progression. The system further extends the goal

of developing tool support for refinement calculus that is accessible to people without

deep expertise in program refinement or theorem proving. Besides, many refinement

steps require handling sub-derivations on sub-components of the program [26]. This

segmented reasoning requires library-based reasoning, which can manage complexity by

encapsulating functionality within functional abstractions. Traditional verification tools

for program refinement are highly interactive and offer limited automation. This thesis

presents an automated tool for program refinement called LLM4PR that combines the

LLM with the formal program refinement methods to generate verified code step by step.

Program Documentation Program comprehension forms a critical aspect of software

engineering. With the advent of neural network-powered technologies, source code

summarization and documentation are increasingly aiding programmers in understanding

their code projects. Traditionally, general natural language translation tasks include

translating text from one language to another, assuming that the input contains sufficient

information to deduce the output. Similarly, the prevalent one-code-to-one-comment

approach treats code summarization as a translation problem, where the deep language

models translate a piece of code into a piece of natural language comment. In contrast to

conventional comment generators, our approach capitalizes on the insight that structural

context can serve as a prompt to guide deep language models toward generating more

accurate comments. This thesis implements an explainable documentation generator

CProSum that transforms a code project into a code knowledge graph, effectively defining

the scope of contextual information for a target piece of code. This method enhances the

precision of the generated comments and aligns more closely with how developers interact

with complex codebases. By leveraging structured contextual data, our system offers a

more nuanced and reliable tool for program comprehension, setting a new benchmark for

comment-generation technologies.

Program Evolution It has been empirically observed that program evolution with

incremental code edits is commonplace. The latest approaches to code editing often

frame the task as generating edits based on known relevant prior edits and contextual
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information and then formatted them into prompts to train language models. However, the

reality of practical code editing is often more complex. Several challenges complicate the

effective implementation of code edits: (i) Unknown relevant edits: in many cases, the

relevant prior edits might not be known upfront. An editing session may involve multiple

relevant and irrelevant edits to the modified code. (ii) Complex ripple effects: inferring

subsequent edits involves understanding the extensive ripple effects that an edit could

have across the entire project. This complexity adds a layer of difficulty in predicting and

managing changes effectively. (iii) Interactive edits: edits during a session are often not

isolated but interact with one another. This interaction requires sophisticated modeling to

ensure that the system can accurately interpret and respond to the dynamic nature of code

modifications. Addressing these challenges requires a nuanced approach that goes beyond

the current methods of training LLMs with static prompts. It necessitates the development

of more adaptive and context-aware systems that can handle the intricate dynamics of

real-world software development environments. This thesis proposes the CoEdPilot to

recommend the next code edit with the interaction of the users based on the selection of

prior edits and contextual information.

Program Adaptation Large-scale deep learning models are typically trained on exten-

sive datasets comprising code-comment pairs, effectively handling program generation

and summarization tasks. To manage and generalize from an exceedingly diverse training

corpus, leading industry companies continue to increase the scale of these models—from

millions to billions of neurons, as seen with GPT-3 and GPT-4. While scaling up to tens

of billions of neurons proves beneficial, it comes with substantial organizational training

and maintenance costs and a high barrier for everyday users. This thesis introduces a

novel and lightweight approach, Adacom, for enhancing the performance of small-scale

deep neural networks through on-the-fly model adaptation. It addresses potential distribu-

tion shifts that could affect model performance, ensuring that the trained model remains

reliable under varied inputs. Our idea is based on the observation that smaller models

often compromise their predictive accuracy for specific samples due to their limited scale.

By focusing on dynamic model adaptation, Adacom seeks to mitigate these limitations,

enabling relatively small models to deliver more consistent and accurate outputs without

the extensive resource requirements of their larger counterparts.
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1.2 Summary of Contributions
The contributions of this thesis can be summarized as follows:

1. We propose LLM4PR —a framework that integrates program refinement to guide

LLMs and validate their generated code, transforming traditional program re-

finement into a more accessible and flexible process. The primary objectives of

LLM4PR are as follows:

a) Formally refine specifications to ensure clarity and rigor in defining desired

program behavior.

b) Automatically prompt and guide the LLM using the refinement calculus to

streamline the generation process.

c) Interact with the LLM to generate code that adheres to the refined specifica-

tions.

d) Verify the generated code to confirm it satisfies all specified constraints, thereby

ensuring correctness.

e) Learn and develop advanced refinement laws to enhance and extend the refine-

ment calculus, improving efficiency and applicability.

We have implemented LLM4PR using GPT-4 and Coq, leveraging the generative

capabilities of advanced LLMs alongside the formal verification strengths of proof

assistants. To evaluate LLM4PR, we compared it against state-of-the-art baselines

in program refinement and LLM benchmarks. Experimental results demonstrate

that LLM4PR efficiently generates more reliable code while significantly reducing

the time required for refinement and verification.

2. We propose CProSum to generate code comments and documents from ubiquitous

contextual information, assuming that the structural context of the code is helpful

to fill the information gap to create code summaries and documents. CProSum

consists of one context evaluator model and one comment generator model, which

are interactively trained for comment generation. On the one hand, the comment

generator learns to generate comments using the context selected by the context

evaluator. On the other hand, the context evaluator learns to score the contexts
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and output useful contexts, allowing the comment generator to achieve the best

performance.

To facilitate such two models, we build a graph dataset that contains more than

7.4M nodes and 8.8M edges from the top 100 open-source Java projects by stars.

Extensive experimental results with eight baseline approaches show that CProSum

achieves significant improvement (16%-35% on BLEU4, 14%-29% on METEOR,

and 11%-24% on ROUGE-L) on the generated comment by effectively utilizing the

contextual information.

3. We built CoEdPilot, a language model-based method designed to predict possible

code edits by identifying relevant, useful edits and estimating their contributions

throughout the project. This tool harnesses the power of several transformer-based

neural networks to determine what to edit and how to implement code evolution

within a project, focusing on both the location and content of changes.

The operation of CoEdPilot is structured through a series of sophisticated compo-

nents:

• Initial Edit Analysis: After a programmer performs a code edit, optionally

accompanied by the description of the edit, the Subsequent Edit Analysis will

identify the most related files across all the files within the project and predict the

next edits that may occur.

• Edit-Type Detection: An edit-type detector infers the specific types of changes

for each line of code (e.g., no change, insertion, replacement) within the identified

relevant files.

• Edit Prediction: The Edit-content Generator generates specific edit suggestions

for code lines, utilizing the related prior edits identified by the Edit-dependency

Analyzer.

• Feedback Integration: The Subsequent Edit Analysis and Edit-content Generator

iteratively refine their recommendations by incorporating feedback from relevant

prior edits.

This framework ensures a comprehensive and interactive approach to managing and

recommending code edits effectively across projects. Our experiments comprehen-

sively demonstrate that CoEdPilot achieves high accuracy in predicting edits, with
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an edit location prediction accuracy ranging from 70.8% to 85.3%, an exact match

rate for edit content of 41.8%. Furthermore, a user study involving 18 participants

across three editing tasks revealed that CoEdPilot significantly outperforms tools

like Copilot in assisting users with code edits. The study also provides valuable

insights for future enhancements of the tool’s design, confirming CoEdPilot ’s

effectiveness and potential for advancing code editing solutions.

4. We design Adacom to detect instances where the model might exhibit compromised

performance on a sample (i.e., source code) and re-adapt the model on the fly by

training with the most contributing training samples. Technically, Adacom re-trains

the model dynamically using these samples to enhance performance on the given

test sample.

Our extensive experiments conducted on seven deep comment generators and four

public datasets demonstrate the following:

a) Adacom accurately detects, on average, 61.5% of samples with compromised

performance.

b) Adacom significantly boosts the performance of comment generation, achieving

an average improvement of 14.9% in BLEU4, 12.2% in METEOR, and 7.4% in

ROUGE-L scores.

c) The entire adaptation process for an individual code sample incurs minimal

runtime overhead, requiring only 1.46 seconds for small-sized models and

3.16 seconds for medium-sized models, making it well-suited for on-the-fly

adaptation.

d) Adacom effectively adapts to out-of-distribution code samples, demonstrating

robustness in diverse scenarios.

1.3 Thesis Outline and Overview
This section briefly presents the thesis outline and overview of each chapter.

Chapter 2 begins by establishing a background of several key stages in the software

development life cycle, which helps delineate the role of our advanced models. First, the

program refinement process transforms the formal specifications into executable code
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while preserving correctness. It highlights the balance between maintaining the speci-

fication’s original intent and ensuring the resultant code is reliable. Second, program

documentation is recognized as vital. It facilitates future software maintenance by pro-

viding precise and accessible information about the code’s functionality and architecture.

This stage ensures the software remains understandable and manageable over time, aiding

current and future developers. Third, the software evolution stage addresses the continu-

ous development of software after its initial release, responding to evolving stakeholder

needs and software engineering’s new demands. It focuses on adapting and enhancing

the software to meet these changing requirements following the prior edits while main-

taining system integrity. Finally, real-time adaptation aims to bridge the gap between the

training environment and real-world datasets by adapting models based on specific testing

examples.

Chapter 3 presents our innovative approach for program refinement, which leverages

LLMs in conjunction with rigorous, correctness-preserving refinement calculus. This

chapter includes the critical phases of software design, implementation, and verification in

the software development life cycle. We explore how LLMs’ flexibility and computational

power can be harmoniously integrated with traditional program refinement methods to

enhance the accuracy and reliability of the software development process. It discusses

the theoretical underpinnings and practical implementations of combining these two

distinct paradigms to achieve more reliable software. We also improve the efficiency of

the refinement process and ensure that the final product adheres closely to its original

specifications while maintaining high standards of correctness.

Chapter 4 details our methodology for generating code documentation, a crucial aspect

of software development that enhances understanding and facilitates future code main-

tenance. This chapter underscores the importance of bridging the gap between natural

language and programming languages, which is fundamental to creating adequate docu-

mentation. We explore techniques involving knowledge graphs and retrieval-augmented

generation methods to produce documentation that is not only more explainable but also

highly reliable. By integrating these technologies, we aim to generate comments that

provide more precise insights into the code’s functionality and design rationale.

Chapter 5 delves into an LM-driven solution to revolutionize how code edits are rec-

ommended within software projects. The advanced system enhances the decision-making

process by carefully discriminating relevant edits, exploring the interactive dynamics
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between these edits, and meticulously estimating their potential ripple effects throughout

the project. By integrating a deep understanding of the code’s context and the inter-

dependence within the project structure, the solution aims to provide highly accurate

and contextually appropriate recommendations to the users. This chapter explains the

technological underpinnings of this approach. It showcases its application in real-world

scenarios, demonstrating its capacity to significantly improve code project development

by optimizing the code evolution process.

In Chapter 6, we explore innovative real-time adaptation methods to enhance neural

network models’ performance through on-the-fly model adaptation. We tackle the problem

that small-size neural models often face challenges in maintaining consistent predictive

accuracy across various samples. Due to their limited size and capacity, these models

typically compromise on the quality of predictions with large training datasets. By

implementing dynamic adaptation techniques, we aim to mitigate these shortcomings,

enabling these compact models to adapt and improve their performance in real-time.

This approach boosts their effectiveness and ensures they remain competitive with larger

models, providing more reliable and precise applications in downstream tasks.

We finally summarize the contributions of the thesis and discuss our future research

plan in Chapter 7.

1.4 Publications from the Thesis
Most of the work presented in this thesis has been published or accepted in international

conference proceedings. The work in Chapter 3 is accepted at The 52nd ACM SIGPLAN

Symposium on Principles of Programming Languages. The work in Chapter 5 is published

at The 33rd ACM SIGSOFT International Symposium on Software Testing and Analysis

[123]. The work in Chapter 6 is published at the Proceedings of the 37th International

Conference on Neural Information Processing Systems [27]. The work in Chapter 4 has

been submitted for publication. I have contributed most to theory development and tool

implementation for all the above work.
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Chapter 2

Background

This chapter introduces the essential background of the key phases in the software

development life cycle. First, program refinement transforms the formal specification

into executable code while preserving correctness. Second, program documentation is

essential in providing readable information for future software maintenance. Thirdly,

program evolution is the continual development of software after its initial release to

meet the changing requirements. Finally, program adaptation seeks to adapt the program

generation model in real-time to the specific domain to tackle potential distribution shifts

between training and testing.

2.1 Trustworthy Program Generation
This section examines existing works on trustworthy program generation.

Language Model-based Program Generation. Recent years have seen many works

in program generation based on neural network models [214, 186]. Researchers mainly

focus on training a deep learning model that inputs a specification and outputs the de-

manding code with different model sizes, structures, input styles, and prompts. It starts

from sequence-based and tree-based approaches [122, 192] on the recurrent neural net-

work model [55, 83, 35] and gravitates to pre-trained (large) language models based on

transformer model [198], such as BERT [48], GPT [23], T5 [172, 80], GraphCodeBERT

[74], CodeT5+ [203], CodeBERT [57], CodeT [32], CodeT5 [204], StarCoder [114], and

Incoder [65].

CodeBERT [57] is a pre-trained bimodal model that bridges programming languages

(PLs) and natural language (NLs), enabling downstream tasks like code comment gen-
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eration and code search across these modalities. CodeBERT follows the architecture of

RoBERTa [127], which uses the encoder of the transformer[90]. CodeBERT’s pre-training

tasks include Masked Language Modeling (MLM) and Replaced Token Detection (RTD),

in which the natural language text and code sequence are concatenated by a unique token

[SEP ] and fed into the encoder. The pre-training tasks mask or replace random tokens,

and then the decoder recovers the masked tokens or detects the replaced tokens. Following

their work, GraphCodeBERT [74] has the same RoBERTa [127] architecture. Compared

with CodeBERT, GraphCodeBERT’s input includes code tokens and a code data flow

graph among the variables. In the graph, each node represents a variable, and the edge

refers to the direction of data flow. GraphCodeBERT designs a graph-guided masked

attention, where a variable can attend to another variable only if a directed edge exists

in the data flow. Besides, code tokens and graph nodes can attend to each other if they

represent the same variable.

CodeT5 [204], unlike CodeBERT and GraphCodeBERT, focuses on a unified represen-

tation of programming languages (PLs) and natural languages (NLs). Recently, Incoder

[65] has proposed to be trained by switching the traditional left-to-right generation model

to an infilling training method. That involves randomly masking and rearranging code

fragments to handle arbitrary code that fills a bidirectional context. It effectively improves

the performance of tasks such as type inference, comment generation, and variable re-

naming. StarCoder [114] has been trained with over eight programming languages, and

the training materials include Git commits and GitHub issues. It outperforms existing

open-sourced LLMs and matches closed models such as code-cushman-001 (the original

Codex [151]) model. The pre-training tasks are designed, including randomly masking

spans with arbitrary length and predicting words within the span, tagging the identifiers in

the snippet, predicting the masked identifiers’ names, and bimodal dual generation.

Mitigating LLM’s Hallucination Hallucination, a critical challenge in LLMs, refers

to generating fabricated or misleading information. To address this issue, prior research

has explored various strategies to guide and verify LLM outputs, aiming to mitigate

hallucinations effectively.

Prompting techniques such as Chain-of-Thought [207], Tree-of-Thought [218], and

Graph-of-Thoughts [17] have been employed to provide structured reasoning or knowledge-

passing procedures, enhancing the reliability of LLM responses. Similarly, [91] introduces
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a self-monitoring and iterative prompting framework that leverages formal methods to de-

tect hallucinations and steer the LLM towards the correct specification. Furthermore, [31]

proposes specialized prompts based on counterexamples derived from model checking,

enabling LLM-driven code debugging and repair. Another notable contribution, Language

Model Programming (LMP) [18], extends traditional prompting techniques by integrating

text with scripting, allowing constraints to be explicitly specified over the model’s outputs.

Retrieval-based methods utilize external knowledge graphs or databases to correct

factual inaccuracies in LLM-generated content [133, 234], supplementing the model

with verified information beyond its training data. Additionally, collaborative approaches

involve using multiple LLMs to solve a single problem, relying on mechanisms such as

majority voting or consensus after natural language dialogues. Other studies employ LLMs

to produce diverse outputs, including specifications, code, and test cases, and subsequently

evaluate the consistency across these outputs [1, 137]. Another innovative direction

involves using additional LLMs to critically review and challenge the target model’s

outputs in a debate-like format, fostering a process of refinement through disagreement

and resolution [232].

2.2 Program Refinement
This section examines existing work on program refinement and program synthesis.

Traditional Program Refinement. Program refinement is a systematic approach to

developing programs through stepwise refinement, inherently involving an interactive

process alternating between programming steps and proof steps, each feeding back into

the other. As a long-established discipline, the concept of program refinement can be

traced back to foundational works such as [49, 61, 82]. The underlying theories[140, 11]

are grounded in the calculus of weakest preconditions.

Recent advancements have introduced formalizations of refinement calculus through

interactive theorem provers. For instance, [62] explores its application in Isabelle, while

[8, 180] leverages Coq[14] for similar purposes. The work in [8] focuses on deriving

imperative programs by applying validated refinement rules within proof mode. Conse-

quently, the final program design inherently integrates intermediate refinement steps along

with their correctness proofs. Users in [8] are required to specify loop invariants. In
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contrast, [180] introduces an alternative approach by allowing the specification of loop

bodies as input-output relations and employing the weakest pre-specifications rather than

the weakest preconditions to compute proof obligations.

The refinement calculus has also been applied to diverse domains. For instance, [52]

demonstrates its use in compositional modeling and reasoning about reactive systems.

Similarly, [102] applies the refinement approach to develop correct software product lines

within object-oriented and feature-oriented programming paradigms. Additionally, [56]

employs refinement techniques for requirements engineering, integrating argumentation

theory to address complex design requirements.

Program Synthesis The program synthesis community has developed numerous ap-

proaches, each leveraging unique methodologies to tackle this complex problem. Synthesis

based on verification, as exemplified in [188], involves an interplay between verification

and synthesis. Programs are transformed into predicates that must hold for all inputs,

ensuring correctness through a systematic verification process. Counterexample Guided In-

ductive Synthesis (CEGIS), such as Sketch [187], employs a generate-and-check paradigm.

In this approach, the synthesizer generates candidate programs, which are then validated

using an off-the-shelf checking procedure, iteratively refining the solution based on coun-

terexamples. Synthesis utilizing refinement types like [165] allows for specifying complex

program properties, catching errors early—even before the program is fully implemented.

This method benefits from round-trip type checking, which efficiently prunes the search

space at each step, and condition abduction, which incrementally generates programs.

Deductive synthesis systems, while powerful, are often challenging to implement due

to the difficulty of selecting appropriate rules. The Spiral system [169], designed for signal

processing kernels, overcomes this challenge by embedding extensive domain knowledge

into its rules and application strategies. This enables the fully automated transformation of

high-level specifications into efficient implementations. Similarly, [46] introduces the Fiat

system, built on Coq, which leverages Coq’s tactic language to achieve a high degree of

automation in deductive synthesis. Fiat facilitates the derivation of correct-by-construction

programs, streamlining the development process.

Recent advancements, such as [54, 22], focus on synthesizing library functions that

encapsulate standard functionality from a corpus of programs. These approaches rely on

the structure hypothesis, which posits that program search becomes tractable by reducing
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the search space of low-level code within a domain-specific language. This hypothesis has

proven effective in simplifying program synthesis tasks while maintaining generalizability.

Trustworthy LLM with Formal Methods. Recent advancements in formal mathemati-

cal proof generation leverage machine learning techniques for proof search and premise

selection. Several existing approaches, such as GPT-f [167], PACT [79], and Expert

Iteration [166], employ LLMs to generate actions, which are then used by search engines

to identify possible correct steps in a proof. Other methods like HTPS [106] and DT-

Solver [200], combine machine learning techniques to enhance the search. Thor [92]

integrates neural policy models with automated theorem provers (ATPs) to assist in proving

theorems. LeanDojo [217] facilitates interaction with the proof assistant Lean [141].

2.3 Program Verification
This section examines existing work on program verification and auto-formalization.

Theorem Proving. In theorem proving, users define a system using appropriate mathe-

matical logic, and the theorem prover determines whether a given goal can be inferred

from a set of axioms based on that logic. Theorem proving tools are broadly categorized

into two types: Interactive Theorem Provers (ITPs) and Automated Theorem Provers

(ATPs) [146].

Interactive Theorem Provers (ITPs)—also referred to as proof assistants—are designed

to assist users in constructing and developing proofs interactively. Examples include

Isabelle [162], Coq [14], Lean [141], Metamath [135], Atelier B [111], Twelf [67],

Agda [149], Mizar [176], HOL [150], RedPRL [9], ACL2 [99], and PVS [157]. These

tools rely on user guidance and interaction to build proofs.

Automated Theorem Provers (ATPs), on the other hand, are designed to automati-

cally prove goals without requiring user intervention. Examples include E-prover [183],

CVC4 [15], Vampire [104], and Z3 [45]. Additionally, some ITPs integrate ATP capabili-

ties to enhance automation in proof construction. For example, Isabelle uses Sledgeham-

mer [20], and Coq incorporates CoqHammer [43] to bridge the gap between interactive

and automated theorem proving.
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Trustworthy LLM with Verification. LLMs exhibit impressive proficiency in gener-

ating coherent and contextually relevant text based on their training data. Nonetheless,

a significant limitation of LLMs is their propensity to "hallucinate," producing not only

incorrect but often fabricated and misleading information. To address this issue, [91] intro-

duces a self-monitoring and iterative prompting approach. This method leverages formal

techniques to identify hallucinations and redirect the LLM toward generating accurate

specifications. Similarly, [31] employs specialized prompts informed by counterexamples

obtained through model checking. These counterexamples guide LLMs in debugging and

repairing code, enhancing their reliability and alignment with desired outputs.

Autoformalization. To utilize the rich context of informal proofs, researchers try to

translate the informal natural language text into formal language using large language

models, including [201, 210, 60, 236]. Recently, Lego-prover [211] established an

advanced learning paradigm that utilizes refined structural informal proof and retrieved

lemma to formalize problems of escalating complexity progressively. It performs better

than the current state-of-art models based on the ChatGPT.

2.4 Program Documentation
This section examines existing work on program documentation on input representa-

tion, model architecture, and some training techniques.

Input Representation Though deriving from NL machine translation, code comment

generation requires a specialized representation of the model input. Early summarization

techniques still take the code text as a token sequence to generate comments of program-

ming language (e.g., C# and SQL code) [89]. Following this approach, more specific code

information, such as AST (abstract syntax tree), CFG (control flow graph), and DFG (data

flow graph), is considered. Specifically, code token sequence and AST information are

fed into the model for comment prediction [109, 108]. Sequence encoders with a graph

component are designed to capture the code relation such as co-reference [58]. Moreover,

AST can also be decomposed to several AST-node paths so that their representation can

serve as the model input [7].
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Model Architecture Generally, the model architecture follows an encoder-decoder

structure. Treating code text as sequential data, various backbone models such as CNNs

[6], LSTMs [89, 205], and GRUs [109] have been employed. With advancements in

modeling techniques, attention mechanisms [109] and transformers [3, 38] have been

adopted to further enhance performance. Additionally, graph neural networks have been

utilized to capture abstract syntax trees (ASTs) [108] and data flow graphs [58] within a

piece of code.

Training Techniques Similar to pre-trained model as BERT [48] and RoBERTa [127],

CodeBERT [57] is proposed to pre-train the code token embedding with tasks mask lan-

guage model tasks and replace token detection on collected NL-PL pairs. Following their

work, GraphCodeBERT is further proposed to train a better embedding by considering

code structure (e.g., data flow). On the other hand, duality training is emerging [205, 219],

which considers comment-to-code translation and code-to-comment translation as a dual

problem. Thus, two-model structures are designed to train the models on the two tasks

simultaneously, further enhancing the summarization performance.

Prompt Learning and Context Fusion Prompt-based learning emerges as the large

language model gains popularity. Generally, such approaches consists of prompt-template

engineering [168, 44, 117], prompt-answer engineering [182, 94], multi-prompt learning

[98, 181], and prompt-based training [228, 117, 128].

Regarding context utilization for comment generation, [208] search and reuse com-

ments from cloned code, while other comment-reuse techniques [206, 144] borrow the

comment of a similar method and adapt them to fit as a new comment through neural

networks. Those techniques require a code search engine to look for similar code with

available comments, constrained by the database’s domain shifts. Different from their

approaches, we use the whole code project itself as the context information, to derive a new

comment on the target method. A more relevant work is proposed by Bansal et al. [13],

which selects a set of files or methods as its context based on some heuristic. Even though

the context is considered, the coarse definition of context provides insufficient support for

the model. Likewise, in [69], code-comment examples are retrieved as few-shot examples

for LLMs. Although the retrieved samples are semantically similar, they lack awareness

of the project structure.
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Code Comment Generator Recent advancements in code comment generation have

evolved from template-based techniques [138] to statistical language models [142], and

ultimately to neural network-powered approaches. Modern techniques focus on designing

various deep learning models to improve summarization performance, with innovations in

input structure representation, model architecture, training methodologies, and code token

embedding.

Deep learning models have gained significant traction in automating comment gen-

eration from source code, aiding in tasks like code documentation [134], program com-

prehension [85], and reverse engineering [78]. By treating code-to-comment generation

as a language translation or summarization task, advanced models such as CodeBERT

[57], GraphCodeBERT [74], CodeT5 [204], and CodeGPT [73] have set new benchmarks.

Moreover, ChatGPT [71] has proven effective in producing human-like interpretations

and concise summaries of code.

Retrieval Augmented Generator Given the prevalence of code duplication in large-

scale repositories, retrieval-based techniques have played a significant role. Early methods,

such as the vector space model [78] and code clone detection [209], were used to identify

the most similar code-comment pairs from a database. These approaches often relied on

manually designed rules to filter the closest matches and reuse their comments.

Recent research combines retrieval systems with neural network models to enhance

comment generation. Neural networks serve as semantic feature extractors to retrieve

comments from the most similar training samples. For instance, CCGIR [216] integrates

CodeBERT with the BERT-whitening operation [189] for retrieval. Other studies, such as

[87] and [224], propose dynamic strategies to choose between retrieval-based and neural

network-based methods. Re2Com [206] employs BM25 to identify the most semantically

similar sample and uses four encoders to process target code, similar code, the comment

of the similar code, and the code’s abstract syntax tree (AST). An attention mechanism

fuses the outputs of these encoders, which are then fed into a decoder to generate the final

comment. Similarly, [221] introduces a fusion layer to combine CodeBERT outputs for

both target and retrieved code. Zhang et al. [225] retrieve samples as prompts to guide the

generator, encouraging the use of locally important yet globally rare words.
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2.5 Program Evolution
Code editing is a specific case of code generation that involves generating subsequent

code edits based on either the code to be edited or a natural language comment. Among

the works addressing code editing [30, 238, 29, 233, 93, 116, 226, 121], Codit [30] was

the first to introduce tree-based neural networks for predicting code edits. Codit predicts

the syntax tree of the edited code and then concretizes the code based on the predicted

tree structure, outperforming traditional information retrieval methods. Building on this

tree-based structure, Recoder [238] incorporates an abstract syntax tree (AST) reader

alongside a code reader, further improving Codit’s performance.

MODIT [29] enhances model performance by incorporating code context and natural

language guidance into the encoder as additional input. With the advent of pre-trained

models, researchers have explored their applicability for code editing tasks. For instance,

CURE [93] leverages pre-trained models for automatic program repair, while CodeReview

[116] tailors pre-training models for code review scenarios. CoditT5 [226] extends the

pre-training of the CodeT5 [204] base model using inputs that combine natural language

comments with edited code hunks while generating outputs in the form of edit plans.

GRACE [75] leverages a prompting-based large language model [223] trained with

carefully crafted prompts to incorporate relevant code updates. Overwatch [233] employs

symbolic analysis of edit sequence patterns by encoding them into rules derived from

previous program transformations. These works have paved the way for significant

advancements in industrial code editing tools, such as Cursor and Devin.

2.6 Program Adaptation
Adaptation refers to the process of generalizing from one data distribution to another.

Transfer learning, as discussed in seminal works[51, 220], involves transferring parameters

from a pre-trained model to a new model tailored to a specific target dataset. This approach

leverages the knowledge encapsulated in the model’s parameters to expedite the learning

process on new data. Initially, the model is trained on a source dataset and then fine-tuned

with the target dataset’s training data. The fine-tuning way prepares the model to make

predictions on the target dataset’s unlabeled test data, necessitating some knowledge of

the target data’s labels and distribution.
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Domain adaptation techniques, highlighted in [66], focus on enhancing model per-

formance in a different domain (the target domain), aiming to match the performance

achievable in the original domain (the source domain). It requires access to the source

data and labels but only the data from the target domain. The training involves a cross-

domain loss that combines supervised loss from the source domain with a distribution shift

loss between the source and target data, thus minimizing the disparity in feature space

and fostering the development of domain-invariant features. Additionally, the test-time

training technique, as introduced in [191], updates the model during the testing phase

using unlabeled data self-supervised. The model initially trains using both supervised and

self-supervised losses on the source data and later adapts using only the self-supervised

loss from the unlabeled target data. In contrast, Wang et al. propose a novel adaptation

method in [199] that operates independently of the training data and loss. The model is

trained to minimize test entropy during the testing phase, allowing it to self-adjust based

on the feedback from its predictions, thus enhancing its adaptability and performance

under new conditions.
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Chapter 3

Program Refinement: From Specifica-
tion to Program

3.1 Introduction
Recent advancements in LLMs have significantly enhanced their capabilities in math-

ematics, logical reasoning, and programming [235, 174]. Tools such as GPT-4 [155]

and Copilot [70] have been widely adopted in industry, providing substantial support for

coding tasks and achieving performance levels surpassing the 50th percentile in program-

ming competitions. Despite these achievements, LLMs still face a major challenge in

hallucination, where they generate outputs that seem credible but are factually inaccurate.

Besides, user studies [196, 50] have shown that programmers often struggle to trust

and debug LLM-generated code due to its opaque generation process, which lacks trans-

parency and control. Even more concerning, research indicates that over half of ChatGPT’s

responses to programming questions contain inaccuracies [97]. Furthermore, recent math-

ematical proofs suggest that hallucination in LLMs is fundamentally unavoidable [212].

To illustrate this issue, we analyze a classic example: the square root algorithm, as

shown in Figure 3.1. Using the prompt:

Find the square root of N within the error bound e.

Both GPT-4 [155] and Copilot [70] generate code that is almost correct but contains

subtle bugs. Specifically, both programs fail in the case N < 1 as N ∗ N < N . Mathemat-

ically, the variable high should be larger than N + 1
4 because ∀N ∈ R, (N + 1

4)2 ≥ N .

If we give the GPT4 with the prompt “The upper bound is wrong when the input N is less
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1 // GPT4 Output
2 def find_x(N, e):
3 low, high = 0, N
4 while low <= high:
5 mid = (low + high) / 2
6 square = mid * mid
7 if square < N and N < (mid +

e) * (mid + e):
8 return mid
9 if square < N:

10 low = mid + e
11 else:
12 high = mid - e
13 return mid
14 #

1 // Copilot Output
2 n = input()
3 n = float(n)
4 e = 0.0000001
5 low = 0
6 high = n
7 mid = (low + high) / 2
8 while abs(mid * mid - n) > e:
9 if mid * mid > n:

10 high = mid
11 else:
12 low = mid
13 mid = (low + high) / 2
14 print(mid)
15 #

1 // Repair when N less than 1
2 def sqrt(N):
3 x = N+1
4 while x * x > N:
5 x = (x + N/x) / 2
6 return x

1 // GPT4 + Constraints
2 // Spec: x^2 <= N < (x+e)^2
3 x = N+1
4 // since (N+1+e)^2 > N
5 while x*x > N:
6 x = x-e

Figure 3.1: Wrong implementations of square root algorithm generated by GPT-4 and
Copilot. The upper two programs are wrong in the case N < 1 due to the wrong upper
bound initialization. The third code fails when the variable x goes to the fixed point, while
the last code fails in infinite loops.

than 1.”, the newly generated code will still fail in several cases, like sqrt(5.1). This is

because the variable x will be fixed into a number but not terminate the loop. Similarly,

the final code (bottom right), created using traditional program refinement methods, still

encounters issues, including infinite loops in some scenarios. This example highlights

that while LLMs can generate code close to correctness, they often fall short in critical

areas, particularly when applied to traditional program refinement without integrating

formal verification systems. Addressing these limitations requires further advancements in

guiding LLMs with robust verification methodologies to ensure correctness and reliability.

Developing reliable LLMs for program generation continues to be a significant chal-

lenge. Existing methods primarily focus on two aspects: guiding LLMs during input

preparation and validating their outputs. Guidance strategies often involve providing

LLMs with detailed task-specific prompts to leverage their inherent capabilities effectively.

Recent research frequently adopts informal heuristics, such as the chain-of-thought rea-

soning approach, to enhance LLMs’ problem-solving processes [207]. However, rigorous

verification of deep learning models as a transparent, white-box process remains feasible

only for small, quantized neural networks, which are vastly different from the scale and
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complexity of modern LLMs [86].

State-of-the-art verification methods for LLMs often rely on using multiple models

to evaluate outputs through majority voting or consensus in natural language [1, 137,

232]. However, prior research [212] demonstrates that hallucinations cannot be entirely

eliminated by merely altering prompts. Furthermore, it shows that an ensemble of LLMs

essentially behaves like a single model, failing to resolve hallucination issues effectively.

The refinement calculus [140, 11, 28, 180, 193] formalizes the stepwise refinement

approach to program construction. In this paradigm, a program’s required behavior is

first defined through a non-executable specification, which is then transformed into an

executable program via a series of correctness-preserving steps. However, this process

has traditionally been performed manually, making it both time-consuming and prone to

errors.

The reliance on manual intervention not only renders program refinement labor-

intensive but also limits its scalability and automation. Integrating LLMs and proof

assistants into the refinement process is a natural evolution, making refinement calculus

accessible to users without deep expertise in program refinement or theorem proving.

Additionally, many refinement steps involve handling sub-derivations for program sub-

components [26]. This segmented reasoning necessitates library-based approaches that

encapsulate functionality within modular abstractions, effectively managing complexity.

By narrowing the search space for applicable refinement laws and pruning candidates

for sub-components, this approach enhances scalability and improves the efficiency of

program refinement.

In contrast, our proposed tool, LLM4PR, takes a novel approach by explicitly con-

trolling the LLM workflow and integrating external knowledge sources with symbolic

reasoning systems. This approach applies constraints to guide the LLM and verifies

the generated code through program refinement. Inspired by human problem-solving

methods, where tools like calculators and code interpreters are used to tackle tasks beyond

immediate capabilities, we conceptualize LLMs as "constraint solvers." Their extensive

background knowledge and adaptability offer promising potential for automating program

refinement.

Our methodology enables the assertion of constraints to aid debugging and the ver-

ification of constraints to ensure the correctness of generated code. This represents a

significant leap in applying LLMs to program generation, shifting the focus from merely
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reducing errors to achieving reliable and verifiable code. We implement this approach in

an automated tool called LLM4PR, which integrates formal program refinement calculus

with LLM capabilities to iteratively refine specifications and generate verified code. Our

framework defines a formal specification language, a corresponding program language,

and a refinement calculus to guide the transformation process.

To improve the efficiency of program refinement, LLM4PR employs a learning strategy

that constructs new refinement laws. These laws help compress and streamline the

refinement process, reducing its overall depth, as described in Section 3.4.3. We present

a top-down algorithm for decomposing high-level specifications into sub-components,

followed by a bottom-up algorithm that refines these sub-specifications step by step,

detailed in Section 3.5. LLM4PR also incorporates automated theorem provers (ATPs)

like Z3 [45] to verify the generated code and validate the application of refinement laws.

This combination ensures both correctness and justification for each refinement step.

To evaluate LLM4PR, we tested it on classical program refinement benchmarks and

standard LLM benchmarks, including an expanded version of Humaneval with additional

test cases [124], to assess the robustness of the generated code. The results, discussed in

Section 3.6, demonstrate the effectiveness of LLM4PR in generating reliable and verifiable

code.

3.2 Motivating Example
In this section, we use the square root (sqrt) algorithm to demonstrate our intuitions

behind LLM4PR. Unlike other program refinement works [140, 180], we generalize

the square root algorithm from integers to real numbers, showcasing how LLM4PR

guides LLMs and verifies the correctness of the generated code. Additionally, we explain

the learning strategy employed to extend refinement laws, enabling the evolution and

expansion of the refinement calculus. This approach is designed to simplify the program

refinement process and reduce its overall complexity.

3.2.1 Guide the LLM

The specification of the square root example is formulated as follows: given any

positive constant N and e, the program C is required to adjust the variable x such that x2 ≤
N , while simultaneously ensuring that (x + e)2 > N . Program refinement systematically
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Figure 3.2: The Success Version for Program Refinement on Square Root Algorithm

decomposes the specification into smaller, manageable components, enabling step-by-

step program construction. We initiate the process using the basic refinement calculus,

which comprises the fundamental laws introduced in the book [140], and demonstrate the

refinement process in Figure 3.2.

The first refinement step employs the sequential composition law to segregate the

constraints x2 ≤ N and N < (x + e)2 into distinct components. For the initial component,

the LLM can deduce a suitable assignment, such as x = 0, based on the specification.

This assignment can be verified through Hoare logic and supported by automatic theorem

provers (ATPs).

LLM4PR subsequently applies the iteration law to the second component, leveraging

the specification structure [Invariant, Invariant∧¬Guards] to construct an iterative process.

The iteration law decomposes the postcondition into two elements: a guard condition and

an invariant. This decomposition establishes an iterative framework that maintains the

invariant and modifies the variant until the guard condition no longer holds. The notation

↓ indicates that the variant strictly decreases during the iteration. LLM4PR incorporates

the constraints “Invariant ∧ Guards → Invariant ∧ Variant is strictly decreasing” into its

prompt, guiding the LLM to produce code, such as x = x + e. Finally, LLM4PR verifies

whether the generated assignment upholds the invariant and ensures the variant decreases.

It is important to note that this verification establishes only partial correctness, con-

firming that the variant decreases as required. Achieving total correctness additionally

necessitates verifying that the iteration eventually reaches a state where the guard condition

is violated.
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3.2.2 Failure Feedback

The program refinement process can be approached in various ways. Figure 3.3

illustrates an alternative approach: initializing x with a large value and decrementing it

until the constraints are satisfied. This program starts by assigning x a value that satisfies

the invariant N < (x + e)2.

Traditional synthesis techniques struggle to deduce a valid assignment: find x such

that ∀N > 0, e > 0, (x > N + 1
4 → (x + e)2 > N). In contrast, the LLM might propose

assignments such as x = N or x = 1, but these lack verification or guidance toward a

correct solution.

LLM4PR is designed to verify the outputs and provide counterexample feedback to

guide the LLM towards a valid assignment. For instance, if the LLM suggests x = N ,

LLM4PR will reject this assignment and offer counterexample feedback until a correct

assignment, such as x = N + 1, is generated. Once a valid starting point is determined,

LLM4PR will apply the iteration law and instruct the LLM to generate code that satisfies

the constraints under the new specification.

The LLM might propose code such as x = x − e, and LLM4PR will formally derive

the corresponding proof obligation:

(N < (x + e)2 ∧ N < x2) → (N < (x′ + e)2 ∧ (N − x′2 < N − x2) ∧ x′ = x − e) (3.1)

However, ATPs will reject this code because the variant N − x2 is not strictly decreasing

in some cases.

Interestingly, while the two symmetric approaches to refining the square root algo-

rithm share similarities, the program from Figure 3.2 succeeds, whereas the program in

Figure 3.3 encounters an infinite loop. This asymmetry underscores the critical role of

formal program verification, even for seemingly straightforward algorithms.

Upon the first failure, the LLM receives feedback and may propose an alternative

assignment, such as x = (x + N
x

)/2, inspired by Newton’s method. However, ATPs reveal

that this approach may fail due to floating-point precision errors, causing the variant to

stagnate and fail to reach a fixed point in some cases.

If the LLM fails to generate verified code after several attempts, LLM4PR will back-

track to the last refinement step and explore an alternative refinement law to pursue a

different direction.
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Figure 3.3: A Failed Version for Program Refinement on Square Root Algorithm.

Figure 3.4: A Binary Search Version for Program Refinement on Square Root Algorithm.

3.2.3 Learning Strategies for Extending the Refinement Calculus

The program refinement procedures share notable similarities, beginning with the

sequential composition law, followed by the application of the assignment law for initializa-

tion and the iteration law for repetitive operations, as depicted in Figure 3.5. Semantically,

these procedures first initialize variables to establish the invariant, then preserve the

invariant while iteratively updating the variant until the postcondition is satisfied.

The sequential composition law, on one hand, structures the refinement process with

[Invariant, Invariant ∧ Guard], setting up the framework for iteration. On the other hand,

the future iteration law provides valuable guidance for the initial step of sequential

composition, aiding in the specification’s effective decomposition. When the LLM has

access to future information regarding the iteration law, it is more likely to split the

specification in the intended manner.

To identify and leverage common patterns in program refinement, we propose a learn-

ing algorithm that extracts patterns from refinement histories and extends the refinement

calculus. This algorithm processes a dataset of past refinement procedures, identifying

recurring patterns in both laws and specifications. The resulting extended laws encapsulate

these patterns, allowing specifications to be refined with fewer steps, thereby reduc-
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Figure 3.5: This example illustrates the process of learning and extending a refinement
law.

ing the search depth and verification effort. Importantly, all new laws are constructed

atop the foundational refinement laws, and their correctness is established through the

correctness-by-construction principle [21].

In summary, extending refinement laws offers the following benefits:

• Broadens the LLM’s scope from one-step refinement to anticipating future refine-

ment steps.

• Reduces the depth of refinement, saving time and resources during interactions with

LLMs.

• Simplifies program verification, lowering the reliance on ATPs.

3.3 The Language
We introduce the formal specification language Lspec, designed for articulating spec-

ifications, alongside the programming language Lpl, used in the generated code. To

facilitate the program refinement process, we define an annotated programming language,

which integrates both Lspec and Lpl. This integration is formally represented as a tuple

(Lspec, Lpl), with each component corresponding to one of the two languages. Given the

close interaction between these languages and LLMs, our focus is on crafting languages

that are both intuitive and effective for LLM applications.
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3.3.1 The Specification Language

Our specification language, Lspec, follows the first-order logic (FOL) and the Coq

language [14]. LLMs are well-trained in understanding both FOL and Coq. While

adhering to the standard syntax and semantics of FOL, we emphasize the following key

notations: We utilize common relation operators and function operators found in SMT,

such as <, =, +, −, ∗, /,Array[Int],Array[Int:Int].

Syntax. Our specification is formulated using first-order logic (FOL) combined with the

theory of arrays. The complete syntax of Lspec is presented in Table 3.1, where the key

components are defined as follows:

• ⟨Specification⟩: Describes the specification to be refined.

• ⟨Definition⟩: Specifies the conditions that the variants must satisfy.

• ⟨Params⟩: Defines the variants and constants.

For ⟨atom⟩, ⟨Expr⟩0 represents the previous value of the expression, while ⟨Name⟩[⟨atom⟩]
denotes the array selection operation. Additionally, ⟨Name⟩[⟨atom⟩ : ⟨atom⟩] is used

for array slicing. The remainder of the syntax adheres to the standard FOL conventions

commonly used in SMT solving.

Semantics. We adhere to the standard semantics of first-order logic (FOL) as defined

in Coq, highlighting only the notable elements in Table 3.2. The theory of arrays is

implemented using relations and functions, consistent with its treatment in the existing

literature [37].

3.3.2 The Program Language

Our programming language is primarily based on the While language, which is

designed with simplicity to facilitate ease of understanding and generation by LLMs. The

complete syntax is provided in Table 3.3. This imperative language supports various data

types, including booleans, natural numbers, integers, floats, characters, and arrays. It

extends the basic While language with additional features like Array and Assert statements.

Arrays are indexed using natural numbers and support operations for reading, updating,

and slicing.
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Table 3.1: Specification Language Lspec Syntax

⟨Type⟩ ::= bool | nat | Z | float | array ⟨Type⟩
⟨Specification⟩ ::= Precondition:⟨Definition⟩ Postcondition:⟨Definition⟩

⟨Definition⟩ ::= ⟨Name⟩⟨Params⟩ := ⟨Expr⟩.
⟨Params⟩ ::= ( ⟨Name⟩ : ⟨Type⟩ )

⟨Expr⟩ ::= ⟨Logit⟩ | ⟨Logit⟩ ∧ ⟨Expr⟩ | ⟨Logit⟩ ∨ ⟨Expr⟩ | ¬⟨Expr⟩ | ⟨QExpr⟩
⟨QExpr⟩ ::= forall|exists ⟨Params⟩ ⟨Expr⟩

⟨Logit⟩ ::= ⟨Term⟩ | ⟨Term⟩ < ⟨Logit⟩ | ⟨Term⟩ <= ⟨Logit⟩ | ⟨Term⟩ = ⟨Logit⟩
| ⟨Term⟩ > ⟨Logit⟩ | ⟨Term⟩ >= ⟨Logit⟩ | ⟨Term⟩ <> ⟨Logit⟩

⟨Term⟩ ::= ⟨Factor⟩ | ⟨Factor⟩ + ⟨Term⟩ | ⟨Factor⟩ − ⟨Term⟩
⟨Factor⟩ ::= ⟨atom⟩ | ⟨atom⟩ * ⟨Factor⟩ | ⟨atom⟩ / ⟨Factor⟩

⟨atom⟩ ::= ⟨Number⟩ | ⟨Variable⟩ | ⟨Const⟩ | true | false
| - ⟨Expr⟩ | ( ⟨Expr⟩ ) | ⟨Expr⟩0
| ⟨Name⟩[⟨atom⟩] | ⟨Name⟩[⟨atom⟩ : ⟨atom⟩]

Table 3.2: Specification Language Lspec Semantics

type T ⇐⇒ A value set T JeT K ∈ T

variants v : T ⇐⇒ A value v ∈ T JvK
constant c : T ⇐⇒ A value c ∈ T JcK = c

functional operator f(T1, T2, ...) : T ⇐⇒ Jf(a, b, ...)K = f(JaK, JbK, ...)
relational operator R(T1, T2, ...) : Bool ⇐⇒ JR(a, b, ...)K = R(JaK, JbK, ...)

To manage program size and complexity, we incorporate procedures. Each procedure

is defined by a name, a set of parameters, and an associated program body. The formal

semantics of the language align with those described in the literature [103].

Finally, we define the mixed programming language Lmix, which serves as a blend of

Lspec and Lpl for use in the program refinement procedure. Formally, Lmix is characterized

by a variant of ⟨Prog⟩, where sections of the program may still consist of specifications,

as outlined in Table 3.4. The “intermediate” language is employed during the refinement

process, allowing portions of the specifications to be refined into executable code, while

other sections remain as specifications. We refer to such constructs informally as “mixed

programs.”
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Table 3.3: Program Language Lpl Syntax

V ariable v Constant c Procedure f

Type ⟨T ⟩ ::= bool | nat | int | float | char | array⟨T ⟩
Expression ⟨e⟩ ::= c ∈ ⟨T ⟩ | v ∈ ⟨T ⟩ | ⟨e⟩ ⊕ ⟨e⟩ | not ⟨e⟩

| v[⟨e⟩] | v[⟨e⟩ : ⟨e⟩]
Operator ⟨⊕⟩ ::= and | or | == | < | <= | > | >= | != | + | − | * | /

Program ⟨Prog⟩ ::= pass | ⟨e⟩ = ⟨e⟩ | ⟨Prog⟩; ⟨Prog⟩ | f( vi )

| assert ( ⟨e⟩ )
| if (⟨e⟩)then ( ⟨Prog⟩ ) else ( ⟨Prog⟩ )
| while (⟨e⟩)do ( ⟨Prog⟩ )

Procedure ⟨Proc⟩ ::= ϵ | def f (vi) ( ⟨Prog⟩ )

Table 3.4: Language Lmix Syntax

⟨Mix⟩ ::= ⟨Spec⟩ | ⟨Prog⟩
⟨MixProg⟩ ::= pass | ⟨e⟩ = ⟨e⟩ | ⟨Mix⟩; ⟨Mix⟩ | f( vi )

| assert ( ⟨e⟩ )
| if (⟨e⟩): ( ⟨Mix⟩ ) else: ( ⟨Mix⟩ )
| while (⟨e⟩): ( ⟨Mix⟩ )

3.4 The Refinement Calculus
This section presents our calculus for program refinement, which is grounded in the

weakest precondition semantics for programs [49]. Our refinement calculus primarily

adopts the notations and methodologies outlined by Morgan in [140]. The refinement

process involves a sequential application of refinement laws, transforming an initial speci-

fication into an intermediate state comprising a mixture of specifications and programs

(mixed programs), and ultimately resulting in pure program code. The process can be

depicted as follows:

specification ⊑ mixed program ⊑ · · · ⊑ mixed program′ ⊑ program.

3.4.1 Basics

Specification Formal specifications describe what a system should do, not how the

system should do it. In detail, a specification contains variants, a precondition, and a
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postcondition, in the form

varibales : [precondition, postcondition].

Variables are the list of program variables; the precondition describes the initial states, and

the postcondition describes the final states of the program.

Refinement The refinement of a specification is the relation between two expressions

where one can solve the other. Informally, a specification is improved by weakening

its precondition or strengthening its postcondition. Formally, the refinement relation is

defined by the weakest preconditions of the related programs [26]. For program S and

postcondition P , wp(S, P ) represents the weakest precondition where S is guaranteed to

terminate in a state satisfying P . Program S0 is refined by S1 denoted as S0 ⊑ S1, iff

∀P, wp(S0, P ) → wp(S1, P ) (3.2)

which states that S1 will preserve the total correctness of program S0. The program

refinement can be established in a linear sequence:

S0 ⊑ S1 ⊑ S2 ⊑ S3... ⊑ Sn (3.3)

which shows the refinement S0 ⊑ Sn with the transitivity of the refinement relation.

Besides, one can refine sub-components of the programs without affecting the total

correctness of the whole program following the congruence of Hoare logic.

T1 ⊑ T2 → P ; T1; Q ⊑ P ; T2; Q (3.4)

where T1, T2 are sub-components of the program P ; T ; Q, P and Q are the context

code of T . The program is successively created using refinement rules that define side

conditions preserving the correctness of the program, which is also known as Correctness-

by-construction [21].

3.4.2 Core Refinement Laws

This subsection presents the core refinement laws in the literature [140].

Lemma 1 (Strengthen Postcondition Law). Let pre (precondition) and post, post′ (post-

conditions) be any FOL formula, if post′ ⇛ post, then x : [pre, post] ⊑ x : [pre, post′].
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Lemma 2 (Weaken Precondition Law). Let pre, pre′ (preconditions) and post (postcon-

dition) be any FOL formula, if pre ⇛ pre′, then x : [pre, post] ⊑ x : [pre′, post].

The basic refinement calculus is defined as follows:

Skip It is a command where the final state of the program is the same as its initial state.

If the precondition entails the postcondition, the specification can be refined by skip.

Lemma 3 (Skip Law). If pre ⇛ post, then x : [pre, post] ⊑ skip.

Sequential Composition It refines a single specification to two smaller components.

Lemma 4 (Sequential Composition Law). Let mid be any formula except for pre or post.

x : [pre, post] ⊑ x : [pre, mid]; x : [mid, post].

Assignment The variant is updated with new expressions. We define post⟨x := E⟩ as

a condition where all occurrences of x in post are replaced with E. If the precondition

implies the updated postcondition after the assignment, the program can be refined

accordingly.

Lemma 5 (Assignment Law). Let E be any Expression, post⟨x := E⟩ assigns every x

in post with E. If pre ⇛ post⟨x := E⟩, then x : [pre, post] ⊑ x = E.

Alternation It is built with guarded branches.

Lemma 6 (Alternation Law). Let GG be the disjunctive normal form of the guards G0, G1,

, ..., Gi, ..., Gn, if pre ⇛ GG, then x : [pre, post] ⊑ if
⊔

i(Gi then x : [Gi ∧ pre, post])
where if

⊔
i Gi then means if G0 then ... else if Gi then ... .

Iteration. Iterations like while loops are constructed using loop conditions, invariants,

and variants. An invariant, inv, is a formula that remains true throughout the execution

of the loop, provided it is true at the start. The variant, V , is a value that changes during

each iteration and ensures the termination of the loop by demonstrating progress toward a

specific condition.
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Lemma 7 (Iteration Law). Let Inv, the invariant, be any formula; let V , the variant,

be any integer-valued expression. Let GG be the disjunctive normal form of the guards

G0, G1, ..., Gi, ..., Gn then x : [Inv, Inv ∧¬GG] ⊑ while
⊔

i(Gi do x : [Inv ∧Gi, Inv ∧
(0 ≤ V < V0)]) where V0 is the initial value of V, while

⊔
i Gi do means while G0 do ...

else Gi do ... else Gn do.

Expand. It expands the variant list by introducing another variant. Note that Lemma 8

is an equality, which means the refinement goes both ways.

Lemma 8 (Expand Law). Let x be the origin variant and y be another variant and y0 be

the initial value of y, then x : [pre, post] = x, y : [pre, post ∧ y = y0]

Assertion. [11] It expands the precondition by introducing another condition. Note that

Lemma 9 is used for ensuring the termination of the loop in our program refinement.

Lemma 9 (Assertion Law). Let E be a boolean condition for the variable x, then x :
[pre, post] = assertE; x : [pre ∧ E, post]

Procedure. A procedure is declared by a name, some parameters, and a program.

Definition 1 (Procedure). procedure ⟨Name⟩ (⟨Variable⟩ : ⟨Type⟩) ≜ ⟨Prog⟩.

Lemma 10 (Procedure Value Specification). Given a procedure

procedure ⟨Name⟩ (value f : ⟨Type⟩) ≜ w, f : [pre, post] where w and f are different

variables. Let A be the expression of the ⟨Type⟩, then w : [pre⟨f := A⟩, post⟨f0 :=
A0⟩] ⊑ procedure⟨Name⟩(A).

Lemma 11 (Procedure Result Specification). Given a procedure

procedure ⟨Name⟩ (result f : ⟨Type⟩) ≜ w, f : [pre, post⟨a := f⟩] where w, a, and f

are different variables. Then w, a : [pre, post] ⊑ procedure⟨Name⟩(a).

In procedure, substitution by result is complementary to substitution by value since

it takes the value out of the procedure rather than into it. The literature [139, 10] has

established the correctness of the laws in this section. In particular, define a Hoare-triple-

like notation {pre}{prog}{post} that means that starting from a precondition that satisfies
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Figure 3.6: Given initial refinement laws and the associated refinement dataset, LLM4PR
derives new refinement laws with the learning algorithm to refactor the refinement steps
and reduce the depth of program refinement.

pre, if the program prog terminates, then the postcondition satisfies post. We represent

the result as follows sans proof:

Theorem 1 (Soundness of Core Refinement Laws). If x⃗ : [pre, post] ⊑ prog is derivable

from the laws in Sections 3.4.1 and 3.4.2, then {pre}prog{post} holds.

3.4.3 Law Learning Strategy

This section introduces our program refinement laws used for interaction with the

LLMs. The previous works [22, 54] in program synthesis focus on reducing the search

space of the low-level code in a domain-specific language for functional abstraction

learning. In contrast, LLM4PR learns high-level refinement laws to guide and verify the

LLM since the LLM has great capability for code generation. The algorithm is designed

to take a collection of refining processes and extract a set of components from them that

can be used to represent the origin refining more compactly. High-level refinement laws

enable specifications to be refined in fewer steps, thereby reducing both the depth of the

refinement search and the complexity of verification. Therefore, it is useful and efficient

to find patterns of the common combination of laws and derive new laws to extend the

original calculus. We then formally add them to the refinement calculus, which can be

used to solve similar refinement processes in the future.
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3.4.3.1 Learning Procedure

LLM4PR begins by taking as input a dataset of refined problems along with the

atomic laws defined earlier. These atomic laws are designed to be low-level yet expressive

enough to refine the specifications in the dataset. The learning algorithm expands the

refinement calculus library by analyzing examples from the dataset, identifying common

refinement fragments in refined specifications, and abstracting these fragments into new

law primitives.

The output is a library of refinement law patterns and their associated specification

patterns. For instance, as shown in Figure 3.6, LLM4PR demonstrates that certain specifi-

cations, such as calculating square roots (Figure 3.2) or performing modulo operations

(Figure 3.12), can be refined using a combination of the sequential composition law,

assignment law, and iteration law.

The refinement process begins by splitting the specification into two parts: the first

is refined using the assignment law, while the second is refined using the iteration law.

Further analysis of these specifications reveals a pattern in which the postcondition can be

expressed as a conjunction of an invariant and a guard condition. Refinement proceeds

by initializing variables to satisfy the invariant, followed by constructing the iteration

structure.

From this pattern, we abstract and derive the initialized iteration law (Lemma 17).

While the base laws can accomplish equivalent refinements, using the advanced laws

derived from this learning process significantly shortens the refinement process and

reduces verification effort.

Law Pattern One refinement process is structured as a tree, where each node (illustrated

in Figure 3.6, left) represents a specification, and each edge corresponds to a refinement law

that connects these specifications. In this framework, the refinement laws are predefined

and finite in number. Given these constraints, we systematically traverse the tree via its

edges, converting the traversal into a sequential representation of the refinement process.

The algorithm then analyzes these sequences to identify common sub-sequences

derived from the refinement tree. By examining these sub-sequences, we extract law

patterns or recurring refinement strategies.
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Specification Pattern Once the law patterns are identified, we analyze their frequency

to derive corresponding specification patterns. To manage these patterns efficiently, we

construct an E-graph [47]. The E-graph is used to identify equivalences among various

expressions, facilitating transitions between high-level abstractions and low-level elements.

To reduce complexity, we first establish a set of rewriting rules at a high level of

abstraction, grounded in the semantics of the base laws:

Strengthen − postconditon : [pre, post] → [pre, post′]

Weaken − preconditon : [pre, post] → [pre′, post]

Skip : [pre, post] → END

Assign : [pre, post] → END

Seq : [pre, post] → [pre, mid]; [mid, post]

Alternation : [pre, mid] → [pre ∧ G1, post]; [pre ∧ G2, post]; ...

Iteration : [I, I ∧ ¬G] → [I ∧ G, I ∧ V ↓]

(3.5)

The token END means the end of the refinement. The E-graph data structure enables the

simultaneous representation and reasoning of multiple equivalent expressions, providing a

structured and systematic approach to applying rewriting rules.

The process begins with constructing an initial E-graph, where each node represents a

unique specification. Next, we identify nodes that can be merged based on the predefined

rewriting rules and merge them. The rewriting rules are then systematically applied to the

E-graph, expanding and merging nodes as necessary. After all rules have been applied, we

extract the most frequent sub-components from the E-graph.

Following this, the specification tree is expanded to a deeper level, allowing the

iterative construction and management of the E-graph from high-level abstractions to

low-level details. The goal is not to learn new refinement laws for completeness but to

derive frequently-used laws to enhance efficiency. As illustrated in Figure 3.6 (middle),

both specifications share the same high-level pattern:

[pre, I ∧ ¬G] → [Pre, I]; [I, I ∧ ¬G] → END; [I ∧ G, I ∧ G′] (3.6)

where we derive a new law and formally add it to the refinement calculus.

36



CHAPTER 3. PROGRAM REFINEMENT: FROM SPECIFICATION TO PROGRAM

3.4.3.2 Extended Laws

Skip. The new skip law gives the variant an initial value, utilizing the fact that the initial

and final variables have the same value.

Lemma 12 (Initialised Skip Law). Let x0 denote the initial value of variant x, if (x =
x0) ∧ P ⇛ Q, then the specification x : [P, Q] ⊑ Skip.

Proof. Directly from the skip law in Lemma 3 as P ⇛ Q.

Seq. We extend a new sequential composition law to divide one specification into two

parts flexibly based on the Strengthen-Postcondition Law and Weaken-Precondition Law.

Lemma 13 (Flexible Sequential Composition Law). Let P, Q, A, B, C, D be some formulate,

if (P ⇛ A) ∧ (B ⇛ C) ∧ (Q ⇛ D), then the specification x : [P, Q] ⊑ x : [A, B]; x :
[C, D].

Proof. First, use the sequential composition law in Lemma 4, x : [P, Q] ⊑ x : [P, B]; x :
[B, Q]. Then refine the two parts with the weaken-precondition law in Lemma 2, x :
[P, B] ⊑ x : [A, B]; x : [B, Q] ⊑ x : [C, Q]. Finally, refine the second part with the

strengthen-postcondition law in Lemma 1, x : [C, Q] ⊑ x : [C, D].

Assign. We extend two assignment laws. The initialized assignment law utilizes the

initial values of the variants to simplify the further proof for pre ⇛ post⟨x := E⟩. The

following assignment law allows any assignment in its second half, provided the changed

variants.

Lemma 14 (Initialized Assignment Law). Let x0, y0 denote the initial value of variant

x, y, E be any Expr in the programming language, post⟨x := E⟩ replaces every x in

the formula post with E. If (x = x0) ∧ (y = y0) ∧ pre ⇛ post⟨x := E⟩, then x, y :
[pre, post] ⊑ x = E.

Proof. Use the assignment law in Lemma 5 as pre ⇛ post⟨x := E⟩.

Lemma 15 (Following Assignment Law). Let E be any Expr in the programming

language, post⟨x := E⟩ replaces every x in the formula post with E. x : [pre, post] ⊑ x :
[pre, post⟨x := E⟩] ; x = E.
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Proof. First use the sequential composition law, x : [pre, post] ⊑ x : [pre, post⟨x :=
E⟩]; x : [post⟨x := E⟩, post]. Then, refine the second part using the assignment law,

x : [post⟨x := E⟩, post] ⊑ x = E.

Alternate. The if-else alternation law simplifies the original formulation by excluding

the need for explicit proof of the guard condition.

Lemma 16 (If-else Alternation Law). Let P, Q, and G be some formulae, then the

specification x : [P, Q] ⊑ if (G) (x : [P ∧ G, Q]) else (x : [P ∧ ¬G, Q]).

Proof. As Pre ⇛ G∨¬G based on the law of excluded middle, the lemma can be directly

implied from the alternation law in Lemma 6.

Iterate. We extend the origin iterative law to float numbers, which need to find an upper

bound to guarantee the loop termination in finite time. The newly introduced initialized

iteration law begins by assigning an initial value that satisfies the invariant. The second

specification ensures that the invariant is preserved while the variant V changes during

iteration, continuing until the negation of the guard condition is satisfied.

In practice, leveraging the convergence of monotonic sequences of real numbers, we

replace the existing condition with the monotonic and bounded condition specified in

Lemma 18. To prevent infinite loops, we incorporate an assertion to verify that the variant

V decreases by at least the error bound determined by the precision of the floating-point

representation.

Lemma 17 (Initialised Iteration Law). Let P, I, and G be some formulae, V be any variant

expression, and i and M are positive integers, then the specification x : [P, I ∧ ¬G] ⊑ x :
[P, I] ; while(G) do (x : [I ∧ G, I ∧ (∃i < M, Vi → ¬G))].

Proof. First, applying the sequential composition law from Lemma 4, we derive:

x : [P, I ∧ ¬G] ⊑ x : [P, I]; x : [I, I ∧ ¬G].

Next, we refine the second part using the iteration law from Lemma 7. It is important

to note that, for scalability, we replace the condition for integer-valued variants with a

general variant expression. To ensure termination of the iteration, there must exist a state

of the variant that negates the guard condition after a finite number of iterations.
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Lemma 18 (Assertion Iteration Law). Let P, I, and G be some formulae, V be any variant

expression, then the specification x : [P, I ∧ ¬G] ⊑ x : [P, I] ; while(G) do (x :
[I ∧ G, I ∧ V < V0]; assert V ̸= V0).

Proof. First, follow the initialized Iteration Law. Then, note that the float precision error

is e, then we have ∃i = ⌈V0
e

⌉ < M, V < 0 → ¬G.

Traverse. We introduce a traverse law to address problems involving arrays. The formula

P incorporates the variants l and i, which may represent equations that recursively define

a sequence. The subsequent refinement must ensure that the invariant P (l, i) is maintained

and that progress is made toward P (l, i+1) in accordance with the principles of induction.

Lemma 19 (Traverse Law). Let l be the list of type T, natural numbers m and n denote

the range, pre and P be some formula, l : [pre, ∀i : nat ∧ m ≤ i < n → P (l, i)] ⊑ l, i :
[pre, l[m]]; i = m ; while(i < n) do (l, i : [P (l, i), P (l, i + 1)]; i = i + 1).

Proof. First, applying the Wxpand law and the sequential composition law from Lemma 4,

we derive:

l, i : [pre, l[i] ∧ i = m]; l, i : [l[i] ∧ i = m, l[i] ∧ i = n].

Next, refining the second part using the initialized assignment law (Lemma 14) and

the iteration law (Lemma 7), we obtain:

i = m ; while(i < n) do (l, i : [P (l, i), P (l, i) ∧ 0 ≤ n − i < n − i0]).

Finally, applying the following assignment law from Lemma 15 to the specification,

[P (l, i), P (l, i + 1) ∧ 0 ≤ n − (i + 1) < n − i]; i = i + 1,

This can be further simplified to match the target specification.

The new laws are designed to be directly used by LLMs. The refinement calculus is

transformed into background knowledge embedded within prompts, guiding the LLM in

applying these laws effectively. The detailed instructions provided in the refinement laws

enhance both interaction with the LLM and automated theorem prover (ATP) verification.

These new laws are extensions of the core refinement laws, and their correctness can

be formally derived from the core principles. A summary of these refinement laws is

presented in Figure 3.7.
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Figure 3.7: Illustration of the Refinement laws.

Theorem 2 (Soundness of Derived Refinement Laws). If x⃗ : [pre, post] ⊑ prog is

derivable from the laws in Sections 3.4.1 to 3.4.3, then {pre}prog{post} holds.

Proof. Immediate from the proof of individual laws.

3.5 Interaction with LLM and ATPs
This section presents our approach, integrating the program refinement calculus with

LLMs and ATPs.

3.5.1 Overview

Figure 3.8 illustrates an overview of our approach. In general, the formal specification,

written in Lspec, is first transformed into an abstract syntax tree (AST). LLM4PR then

extracts the conditions from the specification to input into the LLM.
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Figure 3.8: Overview of LLM4PR with the integration of LLMs and program refinement.

The LLM selects an appropriate refinement law to refine the specification based on

the description and constraints of the formal specification. It subsequently generates the

associated code that adheres to the selected law. LLM4PR, in turn, generates the proviso

condition required by the refinement law and constructs verification scripts to validate the

code produced by the LLM.

The ATPs attempt to automatically verify the generated scripts, providing either a

success message or an error message as output. If the ATP verification fails, the LLM

regenerates the code; if it succeeds, LLM4PR saves the verified code and produces a new

specification for the next refinement step.

If multiple failures occur during verification, LLM4PR backtracks to the previous

refinement step and specification, interacting with the LLM to select an alternative refine-

ment law and generate the corresponding code.

Table 3.5 shows an example schema of LLM4PR’s actions based on the refinement

calculus. The refinement process can be visualized as a specification tree, where the

nodes represent specifications (each containing a precondition and postcondition), and

the refinement laws define the links between the nodes. Each node in the tree includes its

associated specification and the possible refinement paths, along with the generated code

for each path.
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Table 3.5: LLM4PR will generate the specifications and conditions for further verification
in ATP.

Law GPT4 LLM4PR
Skip - verify P ⇛ Q
Sequence M new spec [P, M ]; [M, Q]
Assignment x = Expr verify P ⇛ Q⟨x := Expr⟩
Alternation G new spec if (G) (x : [P ∧G, Q]) else (x : [P ∧¬G, Q])
Iteration I, G new spec x : [P, I]; while(G) do(x : [I ∧ G, I ∧ (∃i <

M, Vi → ¬G)])
Traverse P new spec l : [pre, l[m]]; i = m; while(i < n) do (l, i :

[P (l, i), P (l, i + 1)]; i = i + 1)

3.5.2 Complex Formal Specification

The process involves breaking down complex specifications into smaller, manageable

sub-specifications and refining them bottom-up to build the complex specification.

Specification Formalization The initial input to LLM4PR is a formal specification,

which requires the user to formalize their requirements. While LLMs can automatically

translate informal descriptions into the formal specification language Lspec, users must

verify the correctness of this transformation. Ensuring the accuracy of this step is crucial

for maintaining the integrity of the refinement process. For the formal methods community,

this verification step should not present a significant challenge and is essential—without

it, the notion of correctness cannot be upheld.

Top-down Specification Decomposition We assume that all formal specifications

verified by the user are accurate and align with their requirements. The specification

decomposition algorithm begins with a high-level specification encompassing the entire

system or software under development. Some functions may already have been refined

and stored in the library, while others require new refinement.

Each specification is decomposed into smaller sub-specifications, iteratively breaking

them down until all components are either refined or represented by atomic elements in

the defined language. To match sub-specifications with those already stored in the library,

we retrieve similar specifications.

Weaker preconditions allow for handling a broader range of potential inputs during

implementation but reduce the approach’s flexibility. Initially, the LLM retrieves pos-
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sible equivalent specifications from the library and verifies their correctness using the

logic laws of Lemma 1 and Lemma 2. Stronger postconditions, on the other hand,

restrict implementation freedom, requiring closer alignment with the specified outputs.

Retrieved specifications replace their corresponding sub-specifications where applicable.

Finally, LLM4PR shares all specifications, including sub-specifications, with the user for

validation.

Bottom-up Refinement For sub-specifications that are not yet refined, LLM4PR applies

the procedure outlined in Definition 1 to formalize and refine them from the ground up.

Each sub-specification is independently refined and validated, ensuring correctness at

the module level before integration into the broader system. This bottom-up approach

emphasizes thorough refinement and validation of each component, enhancing overall

quality. The refinement steps, along with associated programs, are stored in the refinement

library. These stored refinements can be reused for new specifications sharing the same

preconditions and postconditions.

By combining top-down decomposition and bottom-up refinement, LLM4PR mini-

mizes redundant specification efforts while ensuring consistency and reliability through

the reuse of validated specifications.

3.5.3 Interaction with LLMs

Refinement-augmented LLMs We enhance the performance of LLMs in program

refinement by embedding the refinement calculus as background knowledge. The LLM

utilizes refinement laws through retrieval-augmented techniques to improve its effec-

tiveness. Furthermore, we tailor the LLM specifically for program refinement tasks by

designing prompts based on the formal specification language Lspec and the program

language Lpl introduced earlier. To align the LLM with these tasks, we fine-tuned it using

examples from Morgan’s book [140], ensuring its outputs adhere to the principles of

formal program refinement.

Dynamic Guidance with Prompts A prompt serves as an instruction guiding the

LLM’s output. Traditional static prompts, such as Program Refinement for the following

specification, are replaced with dynamic, task-specific prompts. We treat the LLM as
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a constraint solver, constructing prompts that include logical formulae representing the

constraints of the specifications.

These formulae detail the requirements the LLM’s output must satisfy, ensuring

precise alignment with task-specific needs. Based on these prompts, the LLM selects the

appropriate refinement laws and generates the corresponding code. Since each refinement

step has its own generated specification, historical refinement steps need not be retained

due to the congruence principles of Hoare Logic.

Prompt Engineering Prompt engineering involves the careful design of queries or

inputs to optimize responses from an AI model. This practice is particularly relevant in

machine learning and AI-driven interactive systems [19].

Our prompts are straightforward yet comprehensive, containing all relevant details

about the refinement rules and specifications:

Given the refinement rule ... The previous code ... is not correct since ... Provide a

correct code satisfying the specification [pre, post].

3.5.4 Interaction with ATPs

Passively Verify. Once the LLM selects a refinement law and generates the associated

code, LLM4PR uses ATPs to verify whether the code satisfies the constraints dictated by

the chosen refinement law.

If the ATP confirms that the constraints are satisfied, LLM4PR applies the refinement

law to the current specification, generating a new formal specification along with the

verified code. If the verification fails, the ATP provides failure messages and potential

counterexamples. The LLM then uses this feedback to generate alternative code. The retry

process has a predefined limit.

In cases of repeated failure, LLM4PR reverts to the last successful refinement step and

the associated valid specification. The LLM receives detailed feedback on the failures,

including counterexamples and the last valid specification, to guide further attempts.

Modular Verification. Figure 3.9 illustrates the interaction between LLM4PR and

the program refinement library. LLM4PR implements modular verification by dividing
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Figure 3.9: The specification tree and the program refinement library.

the refinement process into smaller steps and splitting specifications into independent

modules. Each module, with its unique constraints, is verified separately by ATPs. This

modular approach localizes errors to specific parts of the system, facilitating efficient error

identification. Additionally, it allows for parallel verification, reducing overall verification

time.

If a module fails verification, the ATP provides targeted feedback to the LLM, including

specific reasons for failure and counterexamples. This focused feedback enables the LLM

to refine or correct the problematic module without affecting other parts of the system.

If all modules pass verification, LLM4PR integrates them into a complete and verified

refinement step, ensuring the correctness of the overall program refinement process.

3.6 Evaluation
In this section, we first conduct a quantitative analysis of the most popular benchmarks,

comparing them against state-of-the-art LLMs and a program refinement baseline.

3.6.1 Research Questions

We evaluate LLM4PR to address the following research questions:

• Can LLM4PR generate more robust programs compared to the baselines?

• Can the learning algorithm, together with the extended refinement calculus, reduce

the time and depth required for the refinement process?
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• Can the top-down splitting and bottom-up refining methodology for construct-

ing a library of program refinement enhance LLM4PR’s ability to solve complex

problems?

3.6.2 Baselines

GPT-4. Generative Pre-trained Transformer 4 (GPT-4) [155] is a multi-modal large

language model developed by OpenAI, representing the fourth generation of its GPT series.

As a transformer-based model, GPT-4 adopts a paradigm involving pre-training on both

public datasets and data licensed from third-party providers, focusing on predicting the

next token. Following pre-training, the model undergoes fine-tuning with reinforcement

learning based on human feedback.

CorC. CorC [177, 102] is an integrated development environment (IDE) for constructing

programs in a simple while language, adhering to the Correctness-by-Construction (CbC)

paradigm. Starting from a specification, this open-source tool assists developers in refining

programs through a series of refinement steps, with the correctness of each step verified

using the theorem prover KeY [77].

3.6.3 Benchmarks

We evaluate LLM4PR using the example programs provided in the baseline [177] and

the HumanEval benchmarks, which are widely used in code generation evaluations [155,

151, 203]. Additionally, to assess the correctness and robustness of the generated code,

we incorporate the EvalPlus dataset [124], which includes the same examples but with, on

average, over 80 times more test cases than the original.

For formal specification evaluation, we use the Coq version of the dataset [16], and

we manually review all specifications in the HumanEval dataset. This manual validation

is essential for establishing correctness criteria, which is a necessary step in program

verification and not an obstacle to the evaluation process.
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3.6.4 Implementation

Our approach is implemented using Coq [14], CoqHammer [43], and GPT-4 by

OpenAI [155]. Automatic verification is facilitated through CoqHammer, an open-source

automated reasoning tool. In line with CoqHammer’s design, we integrate four automated

theorem provers: cvc[15], vampire[104], Eprover[183], and Z3[45], to enhance the

automation of verification tasks.

Informal and formal specifications are input into GPT-4 to generate code snippets,

which are then tested against corresponding test cases. We employ GPT-4, the state-of-

the-art LLM, as the foundation of LLM4PR. To customize GPT-4 for our approach, we

use instruction tuning [229] with classic refinement examples [140], enabling the model

to learn extensions of the refinement calculus.

3.6.5 Experiment Results

The following sections give the results of the experiment.

3.6.5.1 Robustness of Code Generation

Table 3.6 presents the evaluation results for the HumanEval benchmarks. We include

the latest powerful LLMs like LLama3 [175], GPT-3.5, and GPT-4 as baselines. The

results for these baselines are taken from prior work [124].

To ensure fairness, we extend GPT-4’s evaluation by incorporating formal specifi-

cations alongside natural language descriptions. When using only natural language de-

scriptions, GPT-4 demonstrates the best overall performance among all LLMs. However,

all LLMs experience a performance decline from HumanEval to EvalPlus, as EvalPlus

includes more challenging test cases, revealing bugs in the generated code that fail the

additional tests. In contrast, LLM4PR maintains consistent performance between Hu-

manEval and EvalPlus due to its use of verified code, ensuring correctness. Theoretically,

the code generated by LLM4PR can be regarded as canonical solutions, independent of

the number of test cases.

We conducted a further error analysis comparing GPT-4 and LLM4PR. GPT-4 often

exhibits carelessness, overlooking edge cases such as negative numbers or zero. This

observation aligns with the experimental finding that incorporating formal specifications

enhances GPT-4’s performance, as these specifications provide useful constraints.
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Table 3.6: A comparison of LLM4PR and LLMs on the HumanEval and EvalPlus bench-
marks.

Model Llama3 GPT-3.5 Claude-3 GPT4 LLM4PR
Input Specification NL NL NL NL NL+ FS FS
HumanEval Passed 125 126 136 145 148 150
EvalPlus Passed 116 116 126 128 142 150

LLM4PR’s failures are primarily attributed to specifications involving complex data

structures or unsupported functions. Overall, LLM4PR outperforms the LLMs, generating

more robust and reliable code.

3.6.5.2 Efficiency of Program Refinement and Verification

Table 3.7 presents the evaluation results for the example programs in the CorC base-

line [177]. Since the CorC baseline is not automated, we assume that the user has

completed all the necessary refinement steps manually.

Across all evaluated algorithms, LLM4PR demonstrates a general reduction in both the

number of refinement steps and the proof times compared to CorC and the Initial variants,

which rely solely on the core refinement laws. The observed variability in refinement steps

and proof times among different algorithms reflects differences in their complexity and

optimization challenges.

Algorithms with inherently complex structures, such as pattern matching and logarith-

mic approximation, appear to benefit more significantly from the inclusion of advanced

refinement laws and optimizations. Notably, the experiment reveals a significant difference

in proof time for complex algorithms, with LLM4PR requiring substantially less time than

both CorC and the Initial variant.

3.6.5.3 Capability of LLM4PR

Table 3.8 compares two approaches: one utilizing LLM4PR and the other relying solely

on a basic top-down splitting and bottom-up refinement algorithm without a program-

refined library. The evaluation was based on 50 examples selected from the HumanEval

benchmarks, specifically those containing more than two sub-questions. The refinement

process was conducted with a maximum allowable duration of 600 seconds.

Using LLM4PR significantly reduced the average number of refinement steps from

48



CHAPTER 3. PROGRAM REFINEMENT: FROM SPECIFICATION TO PROGRAM

Table 3.7: Our LLM4PR and baseline CorC comparison on several program refinement
problems.

Metrics # Refinement Steps Proof Time(s)
Approach CorC Initial LLM4PR CorC Initial LLM4PR
Linear Search 5 5 4 0.4 0.2 0.1
Max Element 9 10 5 1.2 1.0 0.2
Pattern Matching 14 16 8 54.9 35.8 24.5
Exponentiation 7 7 5 15.2 14.4 10.4
Log Approximation 5 5 4 42.7 22.9 20.1
Dutch Flag Sort 8 9 5 5.7 4.3 4.1
Factorial 5 5 3 3.6 1.5 0.4

21.4 to 5.6 and shortened the refinement time from approximately 514 seconds to 275

seconds. Additionally, the refined programs generated with LLM4PR were more compact,

demonstrating that the bottom-up approach results in smaller, well-organized library

programs.

The modular verification enabled by LLM4PR ’s library further minimized proof

times and decreased the LLM’s fallback rate. This highlights LLM4PR ’s effectiveness

in guiding the LLM to produce accurate code that adheres to the given constraints while

refining specifications.

Overall, LLM4PR greatly enhances the program refinement process by streamlining

the workflow, reducing complexity, and increasing both the reliability and success rates of

program generation.

Table 3.8: A comparison of LLM4PR and its variant without the program refinement
library is performed on the EvalPlus benchmarks.

Model No Library LLM4PR
#Refinement step 21.4 5.6
Refinement time(s) ∼514 ∼275
Proof time(s) ∼215 ∼87
Fall-Back rate(%) 26.87 9.45
# Program size 41.3 14.1
Pass rate(%) 52 82
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1 // pre: (N:float)(e: float) := N >= 0 /\ e > 0
2 // post: (x:float)(y: float) := x*x <= N < y*y /\ y <= x+e
3 # LLM selects Sequential Composition Law: Part 1
4 // pre_1:= N >= 0 /\ e > 0
5 // post_1:= x*x <= N < y*y
6 # LLM selects Assignment law
7 x = 0
8 y = N+1
9 # verify pre_1 -> post_1(x := 0, y := N+1)

10 # Part 2
11 // pre_2:= x*x <= N < y*y
12 // post_2:= x*x <= N < y*y /\ y <= x+e
13 # LLM selects Iteration law: I(pre_2) G(~(y <= x+e))
14 while y > x+e:
15 if y > x+e:
16 // pre_2_1:= pre_2 /\ x+e < y
17 // post_2_1:= pre_2 /\ (...)
18 # LLM selects Alternation law G((x+y)/2*(x+y)/2 > N)
19 if (x+y)/2*(x+y)/2 > N:
20 // pre_2_1_1:= pre_2_1 /\ (x+y)/2*(x+y)/2 > N
21 // post_2_1_1:= post_2_1 /\ (...)
22 y = (x+y)/2
23 # verify pre_2_1_1 -> post_2_1_1(y := (x+y)/2)
24 else:
25 // pre_2_1_2:= pre_2_1 /\ (x+y)/2*(x+y)/2 <= N
26 // post_2_1_2:= post_2_1 /\ (...)
27 x = (x+y)/2
28 # verify pre_2_1_2 -> post_2_1_2(x := (x+y)/2)

Figure 3.10: Program Refinement Code Example of the Square Root Algorithm

3.7 Case Study
In this section, we show three examples of the program refinement code.

3.7.1 Square Root Algorithm

We demonstrate how LLM4PR addresses the motivating example from Section 3.1

in Figure 3.10. The verification statement serves as the proviso condition required to

apply the refinement law. For clarity, we omit the iteration termination check condition in

(...).

In detail, the LLM sequentially splits the original specification into two parts. The first

specification defines x and y such that x2 ≤ N < y2, which can be implemented using

assignment. Importantly, the assignment for y must satisfy the postcondition constraint

N < y2, avoiding potential LLM-generated bugs like assigning y = N as shown in

Figure 3.1.

50



CHAPTER 3. PROGRAM REFINEMENT: FROM SPECIFICATION TO PROGRAM

Figure 3.11: Bubble Sort and Quick Sort with Program Refinement.

The second specification preserves the invariant x2 ≤ N < y2 and adjusts the variants

x and y iteratively until the condition x + e ≥ y is met. This iteration can be implemented

with a loop. The invariant, guard condition, and variant are derived directly from the

specification. The LLM reduces the gap between x and y by assigning either x or y to

the mean of x and y. Additionally, alternation introduces constraints that strengthen the

precondition, simplifying the derivation of the postcondition.

Compared to LLM-generated code, LLM4PR ensures that each refinement step is

verified, as each step is paired with its corresponding specification. The LLM is utilized

to select the refinement law and automatically generate associated code based on the

constraints it generates. These constraints are built automatically according to the chosen

law and the generated code in LLM4PR. When a refinement law is applied, the new

specification is formally generated in alignment with the refinement laws.

3.7.2 Sorting Algorithm

We utilize the bubble sort and quick sort algorithms as representative examples to

demonstrate the extensibility of our refinement framework. Following the approach in

[26], we first build the array type, SwapList, which is characterized by its sole ability to

perform swap operations:

swap : SwapList → num → num → SwapList (3.7)

For the sorting problem illustrated in Figure 3.11, the specification comprises a

SwapList and a postcondition ensuring that the array elements are arranged in ascending

order. The refinement process starts by initializing the variable i = l, establishing the
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invariant that the sublist L[l : i] is sorted when i = l. Subsequently, the refinement

expands this sorted sublist incrementally from L[l : i] to L[l : i + 1], with a corresponding

decrease in the variant r − i. A similar refinement strategy applies to the variable j.

Both i and j iterate within bounds, progressing from the left to the right under specified

constraints, reflecting the iterative nature of these integer variables.

(1) Law Learning. Such array-based iterative structures are commonplace in the dataset.

The combination of the core refinement laws serves as a basis for deriving new advanced

refinement laws based on the correctness-by-constructions [21]. These insights lead to

the formulation of a new refinement law (we called a traverse law) that merges Seq and

iteration laws, thereby streamlining the origin refinement process. Intuitively, LLM4PR

will learn the patterns of law sequence in the refinement process that have been built and

conclude the combination of refinement laws that appear frequently to build a new law

for future refinement. The traverse law is derived for traversing the elements in the array

from one index to another index. It also simplifies the proof obligation just to maintain

the invariant P (i) without loop termination checking.

(2) Recursion. Another refinement way is to break down the original problem into

smaller, similar sub-problems, a strategy widely recognized as recursion. In this context,

the sequence is divided into two parts: the elements in the first part are less than or equal

to L[k], while those in the second part are greater. Each part is then sorted independently.

The base case is the sorting of a single-element sequence. The associated proof obliga-

tion requires demonstrating that the three newly introduced postconditions collectively

imply the original postcondition. This can be established through structural induction.

(∀i∀j ∧ l ≤ i ≤ k < j < r, L[i] ≤ L[k] ≤ L[j]) ∧ (∀i∀j ∧ l ≤ i < j < k, L[i] ≤ L[j])∧

(∀i∀j ∧ k ≤ i < j < r, L[i] ≤ L[j]) → (∀i∀j ∧ l ≤ i < j < r, L[i] ≤ L[j])
(3.8)

(3) Law Matching. Further refinement seeks to disentangle conditions related to i, j

and prove that the revised conditions can deduce the original requirements. The previously

learned traverse laws can not apply since the invariants L[i] ≤ L[k] and L[k] ≤ L[j] are

disrupted when L[k] changed, but a general iteration law can match the new specification

that is in a conjunction normal form. LLM4PR starts with initializing k = l to satisfy the
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Figure 3.12: Prime Factorization with Program Refinement.

first condition and then iterating j to ensure L[k] ≤ L[j] while the invariant L[i] ≤ L[k]
is maintained.

3.7.3 Prime Factorization Algorithm

Programmers widely use functional abstractions to handle complexity effectively.

In program refinement, the specification naturally defines the inputs and outputs of a

functional abstraction. Based on this, we design a top-down approach to decompose the

specification and a complementary bottom-up strategy to refine and synthesize functional

abstractions that encapsulate standard operations.

(1) Formal Specification. We presume that all user-verified formal specifications are

correct and aligned with their requirements. LLM4PR engages users to help formalize

high-level specifications. Some functions specified may already have been refined and

stored in the library from prior use, while others may require new refinements. For

instance, as illustrated in Figure 3.12, the requirement is specified as follows:

Prime factorization of any given number is to break down the number into its factors until

all of its factors are prime numbers.

The formalized specification of prime factorization consists of IsPrime, IsFactor, and

ListProduct. We assume that only ListProduct, which represents the products of all the

elements in the list, has been refined and stored in the library. Then, LLM4PR will use

the top-down algorithm to split further and formalize the specification of IsPrime and

IsFactor. Each sub-specification has its own specification, and they will be split into

smaller specifications like mod until all elements defined in their specifications have

been refined or atomic elements in the language. Finally, LLM4PR will share all the

specifications with the user to ensure the correctness of the formal specification.
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(2) Functional Abstraction. The above top-down algorithm formalizes and splits the

high-level specification into a unilateral connected digraph of sub-specifications. Then, a

bottom-up algorithm will refine the remaining sub-specifications, synthesize the programs,

and store them in the library. In this example Figure 3.12, LLM4PR will first refine the

mod with the iteration law where the invariant is x = q · y + r and the guard condition is

r ≥ y. The LLM generated code is q = q + 1; r = r − y and LLM4PR verifies as follows:

x = (q + 1) · y + r − y → x = q · y + r (3.9)

(3) Refinement and Verification. For prime factorization, LLM4PR will use the traverse

law to initialize the variables with the invariant P (i′):

∀i(1 < i ≤ i′ ∧ isPrime(i)∧ isFactor(i, N) → i ∈ ListP )∧n ·Product(ListP ) = N

(3.10)

It means that for all i from 2 to i′, ListP contains all the elements that are prime numbers

and factors of the N . LLM4PR first initializes the n with N satisfying the precondition n =
N and the ListP with empty array satisfying the condition n · Product(ListP ) = N since

n = N . The associated verification of the initialization is also conducted in a sequence,

following the value of prior variables. This modular verification in program refinement

reduces the workload of the formal verification system and enables the LLM4PR to

prune the proof for different subprograms. The proof of the invariant can also reuse the

modularized proof of IsPrime and IsFactor without considering the details of these two

functions. Another point lies in the optimization of the conditions. In the if-condition of

the program, the LLM will generate the code IsFactor(i,n) since

P (i′) ∧ isFactor(i′, n) → isPrime(i′) (3.11)

Intuitively, if i′ is not a prime, k exists that is less than i′ and is a factor of i′. Since i′ is a

factor of n and n is a factor of N , k is also a factor of N , which contradicts the invariant

that all factors of N that are less than i have been considered. It is a non-trivial resolution

for the prime factorization algorithm to reduce the time and proof of IsPrime.

3.8 Threats to Validity
First, if a refinement lacks proof of loop termination in the iterative law, we still

consider it partially correct. To address this limitation, we provide additional iteration
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laws in Section 3.4, which avoid relying on termination conditions. This approach

acknowledges that proving termination is a complex and generally undecidable problem.

Second, LLM4PR is designed to guide the LLM in generating robust code rather than

building specifications. It still requires human input to provide formalized specifications,

similar to other formal methods tools.

Third, the current set of data structures and learned refinement laws is relatively

straightforward, as LLM4PR’s capabilities depend on the power of LLMs and automated

theorem provers (ATPs). To mitigate this limitation, users can actively interact with the

LLM during the program refinement process by selecting refinement laws, constructing

proofs, and verifying them.
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Chapter 4

Program Documentation

4.1 Introduction
Code documentation and summarization are important to facilitate code compre-

hension, which in turn supports various programming tasks such as code review [178],

refactoring [129, 63], and code education [42, 185]. Recent years have seen that neu-

ral network driven code documentation and summarization techniques are emerging [7,

109, 3, 206, 89, 6, 25, 202, 227, 215, 237, 184, 222, 164, 115, 68]. Many researchers

regard code summarization as a machine translation problem (e.g., translating English

to German). Taking the program code tokens as the source and labeled comments as

the target, researchers have proposed various language models to translate or summarize

the former to the latter. The models are rapidly evolving, with the neuron size growing

from millions to billions, gravitating to the state-of-the-art ChatGPT [154]. Recent works

also utilize retrieval-augmented techniques(RAG) to boost the generator’s performance,

using similar examples. While achieving good performance in generating comments,

existing techniques are designed with a close-world assumption, i.e., the comments are

only derived from the code body of the target function.

However, unlike English-to-German translation, where an English word is usually

informative to infer a German counterpart, there is usually an information gap between

the target code and its comments. The retrieval selector and generator in the base-

lines consider only the target method body and ignore the rich structural information

of code entities like method invocations, declarations, and co-locations. Compared

to translating the code into the comments in a general way, a more precise summa-
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caller method/field ~ (CodeBERT Detection)
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hosting file ~ (CodeBERT Detection)

Figure 4.1: The lexical contribution of different context types to the comment of a target
method.

rization requires the solution to be project-specific. For example, in the bazel project,

a method as getSize(){return size;} has the comment as “Returns the

uncompressed size of the entry data, or -1 if not known”. The

concepts such as “compression”, “entry”, and “data” are hard to derive just by observing

such a method body.

In practice, the programmers infer the comments with an open-world assumption: they

can be derived from any helpful source (e.g., co-located methods, caller/callee methods,

or documentation) as long as they help understand the code and accomplish the tasks.

Besides, as [131] points out, the most prevalent prediction errors of current models are

caused by missing information, which inspires us to include any helpful information to

predict the code comment.

Our empirical studies on 100 popular Java projects from GitHub (with top number of

stars) show that (1) there is a large lexical gap between the comments and the method bod-

ies and (2) the representative deep language models serve as a limited remedy. Figure 4.1

further shows the linguistic contribution of different types of context to the comment of a

target Java method. Each color represents a type of context. For one color, each left bar

(deeper color) indicates the ratio of nontrivial words in the comments, which are missing
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in the target method body and present in a specific context. Each right bar (shallower

color) indicates the ratio of the above nontrivial words that CodeBERT can recommend.

For example, given a Java method, on average, 59.53% nontrivial words in its comment

can be found in one of the methods co-located in the same Java file but do not appear

in the code body. Nevertheless, a CodeBERT-based comment generator [57] can only

recommend 3.39% of the missing words in the method body since the co-location file

information is missing. The numbers are 4.36%, 10.81%, and 8.71% for the context

type of caller method/field, callee method/field, and hosting file (i.e., class name, class

comments, etc.) while existing state-of-the-art techniques such as CodeBERT [57] serves

as a very limited remedy. Generally, many nontrivial words in comments usually include

project-specific domain knowledge, which indicates that they are important in a specific

project but rare words in the general projects. Therefore, it is difficult for a language-

model-based comment generator to synthesize project-specific concepts just by training

on general projects.

While context is known as an essential remedy, it is still an open question of how to

(1) define context scope, (2) retrieve helpful context, and (3) fuse the retrieved context

with the target method to facilitate the comment generator. The state-of-the-art approaches

extract the contextual information from code in the same file [81], code in the same project

[13], and similar code pieces [225, 126]. The latest approaches [145, 68] mainly utilize

sentence transformers to embed the code body to a vector and search for similar code

examples. The retrieved code and comments will be the context and integrated with the

target code to predict the target comment. In detail, given a pre-defined scope (e.g., a

retrieval database, many files, or projects), some similar methods are selected and fed into

an encoder to have their embeddings. Finally, a new embedding consisting of original

and retrieved-context embeddings is further fed into a transformer model to generate

comments.

Although these approaches can be effective in a way, they still suffer from the technical

challenges of selecting and aggregating useful contexts.

• Context Selection: First, the useful contextual information does not necessarily ap-

pear in the training set or the retrieval database, especially when the programmer is

working on a new project. Such structural awareness capability is also a limitation in

the GPT-4 model. Second, the contextual information of a method can include both
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practical and irrelevant contexts. Third, although many retrieval-augmented methods

use comments from similar code as a template, similar code does not necessarily imply

similar comments.

• Context Aggregation: Given a piece of useful context code, effectively extracting and

integrating the contextual information to generate the comment is still a nontrivial task.

The state-of-the-art usually sets a fixed number of retrieved contexts or a threshold for

similarity score. Then, it aggregates all the context and target code into one encoder

embedding for the decoder to generate the comment. It is unclear how much contextual

information contributes to the boosted performance of the comment generator. It remains

a question whether the performance of the comment generator will continue to increase

if more contextual information is provided. Since the signals of both context and the

target code are mixed, it is unclear whether the aggregated embedding is (1) informative

enough to derive the precise comment and (2) discriminative enough to avoid noisy

signals.

We propose a novel approach, CProSum (Contextual Prompt Based Summarization),

to address both the problems of context selection and aggregation. Our rationale lies in the

fact that a context evaluator can be trained to evaluate the structural context information

and predict the score of how much the context will help the comment generator. The

comment generator can be trained interactively with the selected context as prompts for

generating the comment and computing the score feedback to the evaluator. CProSum

has the following advantages: First, most structural contexts, such as classes, fields, and

callees in the knowledge graph, usually exist in real-world scenarios and can be easily

accessed. Second, structural context code, like co-location methods, may have different

code bodies but usually share similar commenting styles with the target code as they

typically come from the same programmer or team. Third, the context evaluator can

score each context to clearly indicate how much it will contribute to the performance

boost and guide the user in balancing choosing shorter input tokens or achieving better

performance. Finally, the prompt and attention mechanism can help the model extract

helpful information and remove the noise based on the score and structural type.

Technically, given a target code, we define its contextual scope by tracking its diverse

code relations to capture its calling methods, called methods, co-locating methods, declar-

ing class, etc. We regard the existing neighbors within three hops in the code knowledge
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graph as the structure context. Then, we learn a context evaluator and the comment

generator interactively. On the one hand, the context evaluator is trained to predict a score

based on how much the context will boost the comment generator’s performance. On

the other hand, after ranking the scores predicted by the context evaluator, the comment

generator is trained to utilize that useful context as a prompt to generate new comments.

Based on the new comments and gold comments, new scores will be calculated and sent

back to the context evaluator. The two models are trained iteratively and interactively until

the loss of both models converges. Note that our solution is non-intrusive. Our comment

generator follows an encoder-decoder architecture and can be adopted by many existing

language models [57, 74, 3, 109]).

To evaluate our approach, we construct a graph dataset of the top 100 Java projects

by stars, using defined code relations as contextual information. We implement our

graph-based solution based on transformer [90], which outperforms eight baselines in the

comment generation tasks. Besides, we find that equipping the state-of-the-art transformer-

based comment generator with CProSum framework can well improve their performance

by, on average, 21.11% on BLEU4, 18.14% on METEOR, and 14.03% on ROUGE-L. Our

quantitative and qualitative analysis further shows that CProSum can effectively extract

and utilize the context information.

In summary, this work makes the following contributions:

• We design, CProSum, a context-aware comment generator with a context evaluator,

where the latter learns to score the context of the target code, and the former utilizes the

useful context as a prompt to generate more precise and adaptive comments.

• We construct a graph dataset regarding comprehensive project information from 100

popular Java open-source projects, including 7.4M nodes and 8.8M edges, facilitating

the follow-up structural context-augmented approaches in the SE and AI community.

• We show that CProSum can significantly improve the performance of code summa-

rization. The performance boost is effective across different transformer-based model

architectures and code samples under different distributions.
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4.2 Overview

4.2.1 Motivating Example

Figure 4.2 shows a code example extracted from the Spring-framework project [194].

The pink region is the comment of the code. The target method shares a similar com-

ment with the second code retrieved by our tool CProSum, although they have different

code tokens. The third method retrieved by baselines [145] and [68] with the highest

score 79.1% has a different code comment. The fourth comment generated by GPT4

has many details to explain the method step by step but lacks the key point that the

sort is via getPatternComparator. However, our retrieved examples will contain this

method invocation information as they have similar structural information in the knowl-

edge graph. This will further help the GPT4 model to include the method invocation

PathMatcher#getPatternComparator(String) that is missing in both the code body and

the retrieved example by baselines. In this example, the target method getMatching-

Condition() checks if any of the patterns match the given message’s destination and

returns a new instance containing the matching patterns. The patterns sorted by their speci-

ficity using {@link PathMatcher#getPatternComparator(String)}. In

the Spring-framework project, there are 33 methods called getMatchingCondition(),

and there are no regulars among the code tokens similarity and comment similarity. For

example, semantic similarity-based methods like [145] and [68] utilize the sentence trans-

former model st-codesearch-distilroberta-base model to score the code tokens. Due to the

limitations of transformer modes, short and token-similar codes will have a higher score

like the third code in Figure 4.2. However, they may have a contrasting code comment

that would mislead the comment generator.

Besides, the standalone target code body lacks the structural information of method

invocations, imports, and types. Figure 4.3 shows that the target method Destination-

PatternsMessageCondition getMatchingCondition() have similar graph

structure with our retrieved method PatternRequestCondition getMatching-

Condition(). In other words, the retrieved method by CProSum and the target method

in Figure 4.2 share a similar graph structure in the knowledge graph, although they differ

on code tokens. The two methods are called by their neighbors (but do not share the

same), with code names like matchSortPatterns, compareNumberOfMatchingPatterns,
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Figure 4.2: An example extracted from the Spring-framework project.
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Figure 4.3: An example shows how our knowledge graph structure-based approach
outperforms the traditional retrieval method.

matchPattern, and matchDirectPath. They share the same 13 imports, like PathMatcher.

The graph structure indicates similar functionality, although the code tokens may dif-

fer. The same code comment tokens, such as "check if any of the pattern," "returns

an instance," and "sorted via PathMatcher," shed light on the prediction of the target

method comment. Their neighbors, such as matchDirectPath, matchPattern,

matchSortPatterns, are quite similar, although they are not the same nodes in the

knowledge graph. The two methods share 13 imports, including the key method invocation

PathMatcher. The structural information and context information regarding the target

method of these graphs will help predict the comment.

Generally, we have the following observations:

• Large Language Models Compared to the ground truth, the classical LLMs generate

detailed but less concise comments that largely borrow superficial words like return type

and method name. However, 33 methods named getMatchingCondition() in

the spring-framework project with quite different comments. We need to describe each

function and its characteristics.

• Retrieval-augmented Methods Retrieval-based methods first try to find the most

similar code representation in the pre-defined database. Even if some related code (in

the spring-framework project) of the target code appears in the retrieval database, the

retrieval still lacks structural information beyond similar code body tokens.

• Usefulness of CProSum CProSum find a more structurally similar code from the code

knowledge graph where the similar template of the code comment and the relevant con-

textual information is present in the retrieved comment. Besides, the comment generator
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RequestMethodsRequestCondition

Check if any of the HTTP request methods match the given 

request and return an instance that contains the matching 

HTTP request method only. 

CorsUtils 

/** Create a new 

instance 

  *   with the 

given request

  *   methods. */

RequestMethodsRequ

estCondition(Reque

stMethod 

requestMethods) {

...

}

call

1. RequestMethodsRequestCondition        

     getMatchingCondition(ServerWebExchange exchange) {

2.   if (CorsUtils.isPreFlightRequest(exchange.

3.      getRequest())) 

4.     return matchPreFlight(exchange.getRequest());

5.   if (getMethods().isEmpty()) 

6.      if (OPTIONS.equals(exchange.getMethod())) 

7.        return null;//handle OPTIONS transparently, 

8.                    //if no explicit declaration

9.   return matchRequestMethod(

10.  exchange.getRequest().getMethod());

11. }

1. boolean isPreFlightRequest

(ServerHttpRequest request){

2.   HttpHeaders headers =

3. request.getHeaders();

4.   return request.getMethod() == 

6. HttpMethod.OPTIONS &&

7.   headers.containsKey(

8.       HttpHeaders.ORIGIN)

9.  }

ground-truth comment in the Spring project

target method

Figure 4.4: An example for context-based comment generation, extracted from the Spring
framework.

of CProSum will also include the graph context information shown in Figure 4.3 to

enhance the generator with more related hints.

4.2.2 Our Solution

Given the target code in Figure 4.4, CProSum takes three steps for its comment

generation.

Step 1. Structure Extraction CProSum first extracts the related neighbors with different

code types. In this example, the target method has six method invocations, 14 co-located

methods, and one declaring class. In real-world scenarios, some co-located and caller

methods may be unavailable. To enlarge the structural context, we also include the method

invocation of the existing caller and callee methods, where a caller is a function that

calls the target method, a callee is a function that was called, and a co-located method is

a function that shares the same class with the target method. We regard some existing

neighbors within three hops in the knowledge graph as the structure context.

Step 2. Structure Evaluation Then, CProSum search in the code knowledge graph to

find some potential of structurally similar entities with the structural evaluator model. The

evaluator will generate the graph embedding of the target code and scores all the nodes

in a static analysis order that first checks the methods in the same public class, then the

methods in the same package, and the same project, and finally goes through the nodes in

the knowledge graph. We then rank all the scores and use the top-k nodes as prompts for
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the comment generator. To improve performance, the user can stop the search procedure

early or set a threshold for fast searching.

Step 3. Context Fusion Finally, CProSum fuses the target code tokens with the selected

examples and the graph structure, including code type and scores, into a context-aware

comment generator model. The generator can take any backbone model such as Code-

BERT[57] or Code T5[204].

4.3 Approach

4.3.1 Embedding-based Representation

Embedding-based representation is a method of encapsulating the semantic and syn-

tactic properties of software specifications into high-dimensional numerical vectors. It can

handle more complex and nuanced specifications that might be difficult to express formally.

Embedding-based representation is useful for machine learning applications, where the

ability to approximate and generalize from examples can enhance system performance.

This approach is derived from techniques commonly used in natural language processing

(NLP) and machine learning, where embeddings have proven highly effective in capturing

the nuanced meanings of words and sentences.

Vector Space Modeling Code tokens are converted into high-dimension vectors to cap-

ture the semantic meaning. Techniques such as word embeddings (e.g., Word2Vec [136],

GloVe [163]) or sentence embeddings (e.g., BERT [48], Sentence-BERT [173]) are typi-

cally employed. Similar code tokens will be closer together in this space while differing

ones will be farther apart.

Feature Extraction Deep learning models like Convolutional Neural Networks (CNNs)

or Transformers can be used to process these vectors, extracting and learning complex

patterns that represent the underlying features of the code tokens. This allows the model

to understand and quantify relationships, dependencies, and patterns within the code that

might not be readily apparent.

The advantages of Embedding-Based Representation are:
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• Flexibility: Capable of handling a wide range of code, including those that are less

structured or too complex for traditional formal-based methods.

• Scalability: Easily scales with the addition of new data, making it suitable for

dynamic environments where specifications are frequently updated or expanded.

• Integration: Seamlessly integrates with other AI components, supporting systems

where machine learning models need to interact with or adapt to changing code

distributions.

getMatchingCondition()

RequestMethods
RequestCondition

isPreFlightRequest()

ServerWebExchange

call

parameter type

matchRequestMethod()
call

return type

knowledge 
graph 
space

contextual 
embedding 

space

d1

d2
d3

d4

Figure 4.5: The contextual embedding space before learning

getMatchingCondition()

RequestMethods
RequestCondition

isPreFlightRequest()

ServerWebExchange

call

parameter type

matchRequestMethod()
call

return type

knowledge 
graph 
space

contextual 
embedding 

space

d’1<d1 d’2<d2

d’4>d4 d’3>d3

Figure 4.6: The contextual embedding space after learning

Knowledge Graph Enhanced Representation We explore achieving a more infor-

mative embedding representation with the knowledge graph. To illustrate our idea, we
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show how the embedding of the program entities (e.g., method, class, etc.) in the em-

bedding space can change in Figure 4.5 and Figure 4.6. We represent the target method

for comment generation as an ellipse with a red border; the program entities are con-

tributable to generating comments as one with a green border and not as contributable

as one with a black border. The neural network encoder is guided to project a program

entity in a knowledge graph space into a contextual embedding space so that the program

entities that contribute more to their comments are closer. In Figure 4.6, the embedding

distance between the target method and comment-contributable/incontributable entities

(projected in the contextual embedding space) are learned from random distance to the

distance ordered by comment contribution. We design a contextual fusion solution to

make comment-contributable entities closer.

Table 4.1: Meta-path schemas defined on the code knowledge graph

Context Meta-path Type Context Semantics
<method, call, method> a method calls another method
<method, called-by, method> a method is called by another method
<method, has-return-type, class> a method has the return type of a class
<class, as-return-type, method> a class serves as the return type of a method
<method, has-return-type, interface> a method has the return type of an interface
<interface, as-return-type, method> an interface serves as the return type of a method
<method, has-parameter-type, class> a method has a parameter type of a class
<class, as-parameter-type, method> a class serves as a parameter type of a method
<method, has-parameter-type, interface> a method has a parameter type of an interface
<interface, as-parameter-type, method> an interface serves as a parameter type of a method
<method, use, field> a method uses a field
<field, used-by, method> a field is used by a method
<class, declare, method> a class declares a method
<method, declared-by, class> a method is declared by a class
<class, declare, field> a class declares a field
<field, declared-by, class> a field is declared by a class
<class, extend, class> a class extends another class
<class, extended-by, class> a class is extended by another class
<class, implement, interface> a class implements an interface
<interface, implemented-by, class> an interface is implemented by a class
<method, declared-by, class, declare, method> two methods are co-declared by a class
<method, declared-by, class, use, field> (i.e., <method, co-locate, field>) a method and a field are co-declared by a class

4.3.2 Code Knowledge Graph

Figure 4.7 shows the schema we use to extract the knowledge graph from a code project.

Each node represents a type of program entity, and each edge represents a relation between

two program entity types. Each relation implies a tuple ⟨subject, relation, object⟩. The

overall meta-path schemas defined on the code knowledge graph are shown in Table 4.1.

For example, ⟨method1, call, method2⟩ indicates a call relation between two methods in

the code project. Moreover, for each relation type (e.g., call), we define its inverse-relation
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method
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Figure 4.7: Schema for contextual knowledge graph.

type (e.g., called-by) on the graph. By this means, we can transform a whole project into

a code knowledge graph. Figure 4.8 shows an example of the partial knowledge graph.

The green nodes represent classes, the blue nodes represent methods, the yellow nodes

represent fields, and the edges with different colors represent different program relations.

The graph is centered at the target method and expands along the code relations defined in

Figure 4.7, such as declare, call, etc.

Formally, we have Gkg = ⟨N1, N2, ..., Nk, E1, E2, ..., El⟩ where each Ni represents

the set of nodes following a node type (e.g., method type) and each Em = Ni × Nj (i can

be equal to j) represents the set of edges following a relation type between two sets of

nodes (e.g., call relation type). Given a target method m (or a node of method type on the

code knowledge graph), we define its context as a set of reachable nodes in Gkg following

a predefined meta-path schema.

Contextual Meta-path Schema. Specifically, a contextual meta-path schema is a set

of sequences of node/edge types S = {MP|MP = ⟨Nt1, Et2, ..., Ntk⟩}. Note that each

Nti or Eti is a node type or edge type defined in Figure 4.7. We say a path on Gkg,

p = ⟨n1, e2, n3, ..., nk⟩, conforms to a meta-path schema MP = ⟨Nt1, Et2, Nt3, ..., Ntk⟩
if ∀i(i = 1, ..., k), ni is an instance of type Nti or ei is an instance of type Eti, denoted

as p ∼ MP . For example in Figure 4.8, the path p = ⟨ getMatchingCondition(),

call, isPreFlightRequest() ⟩ is an instance of the meta-path schema MP = ⟨
method, call, method ⟩.

Furthermore, we denote p[0] as the first element in p and p[−1] as the last element in

p. We define a path p = ⟨n1, e2, n3, ..., nk⟩ as a contextual path of a node n if p[0] = n

68



CHAPTER 4. PROGRAM DOCUMENTATION

getMatchingCondition()

RequestMethods
RequestCondition isPreFlightRequest()

ServerWebExchange CorsUtils

ServerHttpRequest

call

declare

parameter type

parameter type

matchRequestMethod()

declare

call

return type

declare

requestMethod
ConditionCache

declare

Figure 4.8: The code knowledge graph example for Figure 4.4.

and ∃MP ∈ S so that p ∼ MP . For example in Figure 4.8, taking the method

getMatchingCondition() as the target node, the path p = ⟨ getMatchingCon-
dition(), call, isPreFlightRequest() ⟩ is its contextual path because (1) p

starts at getMatchingCondition() and (2) p ∼ MP = ⟨ method, call, method ⟩.

Thus, we define the context of a node n as C(n) = {nc|∃MP ∈ S and p, p ∼
MP , p[0] = n, and p[−1] = nc}. For convenience, we use CMP(n) = {nc|p ∼
MP , p[0] = n, and p[−1] = nc} to denote the context of n under the meta-path schema

MP .

4.3.3 Context Sampling

There can be many contextual nodes of an anchor node, which makes it challenging

to feed all the contextual nodes into a training batch. Thus, we sample contextual nodes

regarding the context and embedding diversity during the training. Specifically, given the

set of contextual node C = {c1, c2, ..., cn}, for each ci ∈ C, we estimate its context and

embedding diversity.

We estimate its context diversity as Equation 4.1, where Typec(C) represents the set

of contextual types in C, and the function type(ci) returns the set of contextual nodes

sharing the same type with ci. As a result, divc(ci) represents the probability of sample ci

regarding the contextual diversity.
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Figure 4.9: Model training architecture of CProSum.

divc(ci) = 1
|Typec(C)| · 1

|type(ci)|
(4.1)

We estimate its embedding diversity as Equation 4.2. Given the embedding of the

target method as em, and that of the contextual node c as ec, Range(C, k) is the set of

k ranges evenly distributed between the L2 distance ||ec, em||. In addition, the function

range(ci) returns the contextual nodes sharing the same range with ci. As a result, dive(ci)
represents the probability of sample ci regarding the embedding diversity.

dive(ci) = 1
|Range(C, k)| · 1

|range(ci)|
(4.2)

Finally, we let the probability to sample ci by p(ci) = 1
2(divc(ci + dive(ci)). Note that,

it is guaranteed that
∑n

i=1 p(ci) = 1.
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4.3.4 Context Evaluation

Figure 4.9 shows our model training architecture, which includes one context evaluator

and one context-aware comment generator. StageA fixes the generator (in red) and trains

the evaluator (in green). For each context, the generator predicts the comment with

or without the context and calculates the score difference between the two predicted

comments. The context evaluator will score the context and use the gold score difference

to compute the loss. StageB fixes the evaluator and trains the generator. The evaluator

first scores each context and gives a ranked positive score list to select the useful context.

The generator will input the target code component and useful context list as a prompt and

predict the comment. The solid line passes the messages, and the dotted line computes the

loss. Stages A and B are alternated until the two models converge.

The context evaluator g is designed as a sentence transformer model to estimate

the potential of the performance boosting for a context to a target code. The input is

a codetar and a prompt sequence prompt including a list of typecon, codecon, graphcon)
where codetar is the target code, typecon is the context type, codecon is the context code,

and graphcon is the graph structure including project, package, class, caller, callee and

field information. We traverse the graph in fixed order into a sequence and train the

evaluator to learn the graph information using the target method. Compared to siamese

model architecture [33], this design is equipped with abundant attention neurons, which

allows models to capture more enriched and detailed relations between the context and

the target code. The output is a value normalized between 0 and 1, which indicates the

similarity score when concatenating with the selected context. The gold score depends on

the measurement method used in the code comment. In this work, we follow the previous

work [145][68] using the smoothing BLEU4 as the golden label for the evaluator. With a

trainable context evaluator g, a fixed comment generator F and a score calculator S, we

design the loss function as:

Losseval = |g(codetar, prompt)−

(S(F(codetar, prompt)) − S(F(codetar)))|
(4.3)

Equation 4.3 evaluates the difference between (1) the estimated boost potential and

(2) the actual score difference between the new predicted comment with prompt and the

original predicted comment without prompt by the comment generator.
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Figure 4.10: A comment generator architecture.

4.3.5 Context Fusion

Figure 4.10 shows the architecture of the generator to fuse the target method and

its context, consisting of the input layer, embedding layer, encoder layer, contextual

aggregation layer, decoder layer, and output layer. The embedding layer has the alternative

solution as CodeBERT [57] or GraphCodeBERT [74]. The decoder layer has alternative

solutions such as GRU [36], LSTM [84], or Transformer [198]. We design the contextual

aggregation layer to discriminate and fuse relevant context with the target method. This

layer takes the primitive embedding ep from the encoder layer and all its contextual

node entities in the project as input and generates a contextual embedding ec as output.

The Contextual Attention Network is designed to guide the embedding layer (e.g., the

CodeBERT [57] or GraphCodeBERT [74] layer) to generate embedding of both the

contextual code entities and target method, so that the comment-contributable contextual

entities have close embedding with that of the target code. Then, we combine the generated

primitive and contextual embedding into e = ep ⊕ ec (or, e = p(ep, ec)) and feed e to the

decoder to derive the code comments. Practitioners can choose any encoder and decoder

solutions in practice.
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Graph-based Aggregation Given a target method m, based on the context definition

(see Section 4.3.2), we can have the set of context under different meta-path schemas, i.e.,

C = {CMP1(m), CMP2(m), ..., CMPk
(m)} (where k is the number of meta-path schemas).

In Figure 4.8, the method getMatchingCondition() has the following contexts:

• call: { ⟨getMatchingCondition(), call, isPreFlightRequest()⟩, ⟨get-
MatchingCondition(), call, matchRequestMethod()⟩ }

• co-location: { ⟨getMatchingCondition(), co-locate, matchRequestMethod()⟩
}

• return-type: { ⟨getMatchingCondition(), has-return-type, RequestMethods-

RequestCondition⟩ }

• param-type: { ⟨getMatchingCondition(), has-parameter-type, ServerWeb-

Exchange⟩ }

em =
∑

mi∈CMP (m)

gMP(em, emi
)

|CMP(m)| · emi
(4.4)

For each meta-path schema MP , we follow the intuition of PageRank algorithm

[158] to calculate its embedding aggregation as Equation 4.4. CMP(m) is the set of

neighbours under the context meta-path schema MP . For every neighbor emi
under MP ,

we learn its attention with the embedding of the target method m, i.e., gMP(em, emi
).

For example, let MP be the call context of the target method m = getMatchingCon-

dition(), CMP(m) = {isPreFlightRequest(), matchRequestMethod()}.

Therefore, |CMP(m)| = 2. For each neighbor in the call context, e.g., isPreFlight-

Request(), we denote its primitive embedding as em1 and that of the target method as

em. An attention function gMP(em, em1) is designed to represent how important isPre-

FlightRequest() can help to generate the comment of the target method. Then, we

multiply em1 the embedding of isPreFlightRequest() with gMP(em, em1) as the

contextual contribution of isPreFlightRequest(). By this means, we can learn a

discriminative model to distinguish more essential neighbors contributing to the target

method.

em =
∑

MP∈C

hMP(em)
|C|

·
∑

mi∈CMP (m)

gMP(em, emi
)

|CMP(m)| · emi
(4.5)
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Similarly, given many types of meta-path schema, we design Equation 4.5 to calculate

the aggregation. In addition to the attention between a neighbor and the target method

m, we also introduce an attention function to learn the importance of a context type (i.e.,

meta-path schema) to m, i.e., hMP(em). For example, the target method has context type

set C = {call, co-location, return-type, param-type}. For a context type, e.g., call, we learn

an attention function hMP(em) to evaluate how important a context type is to the target

method. By this means, we can also discriminate context types for every target method.

gMP(em, ei) = S(eT
i × WMP × em) (4.6)

hMP(em) = S(eT
m × W ′

MP) (4.7)

We use Equation 4.6 and Equation 4.7 for the two learnable attention functions gMP(.)
and hMP(.), respectively. In Equation 4.6, we use WMP ∈ Rd×d to learn the importance

of the contextual neighbor to the target method, and S(.) represents the sigmoid function.

In Equation 4.7, we use W ′
MP ∈ Rd×1 to learn the importance of a context type to the

target method. Note that, WMP and W ′
MP differ regarding different MP .

Overall, given the original embedding em and learned contextual embedding em, we

fuse the final embedding as Equation 4.8 where α and β are learnable parameters.

e′
m = α · em + β · em (4.8)

Here, e′
m is the representation encoding both the target method and its context information,

which is further fed to the decoder to generate the comment. Note that, despite that, we

consider only one-layer contextual neighbor in Equation 4.5; the primitive embedding will

be updated during the training, which allows the contextual information to propagate for

multiple hops.

4.4 Experiment
We have the following research questions for CProSum:

• RQ1 (Overall Performance): Whether CProSum has a better performance to generate

comments compared to the state-of-the-art comment generators?
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Table 4.2: Overview of the chosen baselines

Approach Input Representation Base Model
RoBERTa [127] Code token BERT[48]
CodeBERT [57] Code token RoBERTa
GraphCodeBERT [74] Code token + data flow RoBERTa
Code T5 [204] Code token T5[171]
UniXCoder [73] Code token XLM[105]
REDCODER [161] Code token + retrieval PLBART[2]
RAG [68] [145] Code token + retrieval GPT3.5[152]
GPT-4 Turbo [154] Code token GPT4

• RQ2 (Evaluator Performance): Whether the evaluator can score and select useful

code examples?

• RQ3 (Generator Performance): Whether comment generators can effectively utilize

the graph context of the target method and the retrieved code examples?

• RQ4 (Ablation Study): How does the performance of CProSum vary with project

information loss?

4.4.1 Experiment Setup

4.4.1.1 Baselines

In this study, we chose several baselines, including two retrieval-augmented methods,

two large language models (GPT), and five different architectures of language models

based on transformers. Both [68] and [145] use the CodeX[151] for the generator and

incorporate the retrieved examples with the code as prompts to the large language model.

However, as CodeX API is deprecated, we replace it with GPT3.5 Turbo[152]. Due to the

high cost, we randomly sampled 3K examples in our test dataset to test the GPT3.5 and

GPT4 models. Except for two GPT models, all other baselines have been fine-tuned on

our training dataset.

Those encoder-decoder solutions are selected because (1) they are shown to outperform

similar solutions and (2) they are popular and impactful (e.g., we choose CodeBERT

[57] and GraphCodeBERT [74] for their high impact), (3) they are diverse regarding

input structure and base model architecture. Table 4.2 shows more details of our selected

baselines. We use the default hyper-parameters suggested in the literature.
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4.4.1.2 Measurement

For context evaluator, we follow the existing literature [88, 57, 74] and use Mean

Average Precision (mAP), Mean Reciprocal Rank (MRR), Normalized Discounted Cumu-

lative Gain (NDCG) and R-precision (RPrec) to evaluate the performance of evaluator.

For comment generator, we follow the existing literature [7, 109, 3, 206, 89, 6, 25], and

use Smoothing BLEU4, METEOR, and ROUGE-L to evaluate the performance of code

summarization.

4.4.1.3 RQ1 Design (Overall Performance)

To answer RQ1, we train CProSum on top of CodeT5 and compare its performance

against the baselines. In this experiment, we split the training, valid, and test datasets by

projects to build the project-split dataset. All the models will be fine-tuned on 60 training

projects, validated on 10 projects, and tested on unseen 30 projects. For REDCODER, we

retrieve similar code from its own extra database extracted from GitHub and StackOverflow.

For RAG, we retrieve similar code from the training dataset. CProSum will include the

graph structural information and retrieved code examples from the code knowledge graph

that usually exists in real-world scenarios.

4.4.1.4 RQ2 Design (Evaluator Performance)

To test how well the evaluator can select useful context compared to traditional re-

trieved methods, we use the smoothing BLEU4 as the golden metric to rank the candidates

and regard the ranking as golden labels for the evaluators. We then compare the baseline

retriever with our evaluator on several metrics for selecting the most helpful code examples

for comment generation.

4.4.1.5 RQ3 Design (Generator Performance)

To test how well our graph structure of the target method will enhance the generator,

we equip all baselines with semantic-based retrieved information as prompts. CProSum

will include both the graph structural information and retrieved code examples from the

code knowledge graph.

Besides, to test how well the prompt mechanism can boost the generator’s performance

compared to the traditional fine-tuning method, we have a new dataset split setting

(function-split) where we add the context information of test samples to the training
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dataset. In detail, we split the dataset based on functions and randomly select 161K

(∼70%) code-comment pairs as the training set, 40K (∼20%) code-comment pairs as

the testing set, and the remaining for the validation. In a function-split dataset, the

traditional language model can be fine-tuned by the possible context of all the samples.

In this scenario, both retrieval methods and fine-tuning approaches can make use of the

contextual information present in the training dataset. RAG has been excluded from this

setting due to the non-public and high-cost nature of GPT-3.5.

4.4.1.6 RQ4 Design (Ablation Study)

As the effectiveness of the prompt mechanism has been widely accepted [125], we

design an ablation study mainly for the possibility of information loss. We choose the

project-split dataset and CodeT5 as the base comment generator. The setting will randomly

mask the node in the knowledge graph to simulate the situation when the code project is

incomplete. CProSum will try to include the most similar retrieved code examples from

the code knowledge graph, but we will set a threshold for similarity score as we do not

want to introduce much noise as context.

4.4.1.7 Training Configuration

We train the models on a GPU workstation with 4 GeForce RTX 2070 SUPER, Intel(R)

Core(TM) i9-10900X CPU @ 3.70GHz, and 64G memory.

4.4.2 Experiment Results

4.4.2.1 Results (RQ1): Overall Performance

Table 4.3 shows the performance of CProSum, comparing to the 8 baselines. Overall,

CProSum leads a non-trivial performance on all metrics BLEU4, METEOR, and ROUGE-

L. Generally, borrowing contextual information does not necessarily improve performance.

The retrieval-augmented approach REDCODER shows a great increase in performance,

but it remains a question whether the external database contains some unseen project

context as it crawls from GitHub and StackOverflow. In contrast, CProSum will utilize

the structural context in the code knowledge graph, such as class, callees, or part of

co-location methods that usually already exist when predicting the comment of the target

code. The relation between the structural context and the target code is more reasonable
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Table 4.3: Overall performance of different comment generators on the project-split
dataset. The last three LLMs are not fine tuned on the dataset due to high cost.

Comment Generator BLEU4 METEOR ROUGE-L
RoBERTa [127] 10.47 18.82 24.72
CodeBERT-base [57] 10.74 19.12 25.46
GraphCodeBERT [74] 10.67 18.38 24.72
UniCoder [73] 10.46 18.14 23.66
CodeT5-base [204] 12.92 21.51 26.13
REDCODER [161] 18.54 27.25 29.54
CProSum (Ours) 36.78 47.51 52.67
RAG-GPT3.5 [145] 9.31 28.62 28.27
GPT-4 turbo 9.57 25.48 14.41
GPT-4 + Our evaluator 18.84 31.70 16.61

and explainable than the relation between the retrieved similar code and the target code.

Finally, RAG-GPT3.5 using in [145] and [68] utilizing LLMs shows more boosting on

METEOR but less on BLEU4 score. Based on our observations, this phenomenon can be

attributed to LLMs’ tendency to generate detailed comments, which may lower precision

but enhance recall. However, our evaluator can select useful code examples to enhance

the performance of GPT4.

4.4.2.2 Results (RQ2): Evaluator Performance

Table 4.4: Overall performance of different selectors and evaluators on the dataset.

Setting MAP RPrec MRR NDCG Time(s)
RAG @1 36.51 28.65 36.51 40.22

0.013RAG @3 28.91 27.79 49.36 36.95
RAG @5 24.08 25.92 54.01 33.67
Graph @1 38.80 29.54 38.80 43.20

0.014Graph @3 32.17 30.57 53.26 41.19
Graph @5 27.61 29.48 58.31 38.17
CProSum @1 40.27 31.50 40.27 44.33

0.019CProSum @3 32.42 30.95 53.99 41.01
CProSum @5 27.11 28.82 58.72 37.33

Table 4.4 shows the performance of our evaluator and baseline’s selectors on the

dataset. Our Graph setting only contains the project, package, and class information of the

target method, and CProSum setting combines all the graph structures, including the caller,

callee, and field. We test them on three settings with only one golden example, the top 3

golden examples, and the top 5 golden examples based on the smoothing BLEU4 score
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of the target comment and similar code comment. The time for retrieval of each sample

is computed over the 220K dataset. Generally, our evaluator outperforms the baseline

and shows that our retrieved examples will contain more informative relations with the

target method. The Graph setting shows that only using simple project, package, and class

information in the code knowledge graph will enhance the model performance. Finally,

when the number of golden examples increases, our method will have better performance

compared to baselines as our graph representation will be less affected by code tokens and

select more structurally similar code.

4.4.2.3 Results (RQ3): Generator Performance

Table 4.5: Boosting Performance of CProSum’s comment evaluator with various comment
generators on project-split dataset

Model Scale Parameter BLEU4 METEOR ROUGE-L
Origin CProSum bst (%) Origin CProSum bst (%) Origin CProSum bst (%)

CodeBERT small 84M 25.12 33.23 32.29 34.02 43.42 27.63 40.09 49.31 23.00
CodeT5 60M 27.16 36.33 33.76 36.98 47.52 28.50 42.87 52.05 21.41
RoBERTa

base

173M 25.34 34.10 34.57 33.94 43.90 29.35 39.91 49.37 23.70
CodeBERT 173M 25.41 33.61 32.27 34.45 44.29 28.56 41.01 49.59 20.92
GraphCode 173M 25.44 33.35 31.09 34.66 44.54 28.51 40.64 49.99 23.01
CodeT5 223M 27.92 36.78 31.73 38.36 47.51 23.85 43.77 52.67 20.33
CodeT5 large 738M 30.44 36.89 21.19 41.76 47.88 14.66 45.04 52.49 16.54

Table 4.5 shows the generalizability of the boosting performance of CProSum for the

project-split samples. In general, the improvement is significant, which indicates that the

structural context incorporates abundant domain knowledge and templates that might be

largely missed by a comment generator only prompt with the semantic-retrieved code

comment. It shows that our proposed graph structure can effectively boost state-of-the-art

neural network models when the test project is not seen in the training procedure.

Table 4.6 shows the performance of CProSum with CodeT5-base as comment genera-

tor, comparing to the 8 baselines. Overall, CProSum leads a non-trivial performance on

all metrics, smoothing BLEU4, METEOR, and ROUGE-L. Traditional language models

such as CodeBERT achieve comparable performance to retrieval-augmented methods

like REDCODER. This is because the relevant context tends to be present in the training

dataset, allowing language models to utilize the memory in the fine-tuning stage on these

test examples. Further experiments on Table 4.7 where different comment generators are

trained with our graph structure and examples show that the structural information of the

target method can further boost the performance of different traditional transformer-based

comment generators. The result also shows CProSum model can explicitly evaluate the
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Table 4.6: The performance of comment generators on function-split dataset

Comment Genera-
tor

BLEU4 METEOR ROUGE-L

RoBERTa [127] 43.56 51.66 57.11
CodeBERT-base
[57]

44.71 52.59 57.63

GraphCodeBERT
[74]

44.74 53.07 58.16

UniCoder [73] 43.48 51.65 57.11
CodeT5-base[204] 45.17 54.70 58.63
REDCODER [161] 45.24 53.98 58.58
CProSum (Ours) 53.56 62.93 65.90

context type, code, comment and combine them to predict more concise and informative

comments.

Table 4.7: Boosting Performance of CProSum’s comment evaluator with various comment
generators on function-split dataset

Model+Retrieval Scale Parameter BLEU4 METEOR ROUGE-L
Origin CProSum bst (%) Origin CProSum bst (%) Origin CProSum bst (%)

CodeBERT small 84M 40.83 51.13 25.23 48.84 59.90 22.65 54.82 64.00 16.75
CodeT5 60M 36.35 48.54 33.54 45.96 58.17 26.57 51.74 62.11 20.04
RoBERTa

base

173M 43.56 52.21 19.86 51.66 60.49 17.09 57.11 64.58 13.08
CodeBERT 173M 44.71 52.74 17.96 52.59 61.07 16.12 57.63 65.09 12.94
GraphCode 173M 44.74 52.59 17.55 53.07 60.79 14.55 58.16 65.02 11.80
CodeT5 223M 45.53 53.56 17.64 54.19 62.93 16.13 58.48 65.90 12.69
CodeT5 large 738M 46.57 54.04 16.04 55.44 63.13 13.87 59.87 66.39 10.89

4.4.2.4 Results (RQ4): Ablation Study

Table 4.8 shows the results of our ablation study on the comment generator. Generally,

we can see that with more code nodes being masked, the comment generator’s performance

will decrease as it may find it hard to retrieve a similar example. Besides, when the node in

the code knowledge graph disappears, it will also influence the graph structure of the target

method, which will further hurt the performance of the comment generator. Experiments

show that 20% mask of nodes makes a small difference, while about half mask of all nodes

will greatly decrease the performance of our structural retrieval method. CProSum can

sometimes restrict itself from selecting any contextual entities if all the relevance scores

are evaluated to be low.
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Table 4.8: Ablation study on the information loss of code knowledge graph

Model BLEU4 METEOR ROUGE-L
CProSum 36.78 47.51 52.67
20% mask 35.89 47.01 51.22
40% mask 26.55 39.54 47.28
60% mask 19.45 31.20 40.25
80% mask 14.23 23.36 30.12
REDCODER 18.54 27.25 29.54
CodeT5 12.92 21.51 26.13
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Chapter 5

Program Evolution

5.1 Introduction
Language Models (LM) has achieved notable success in recent years in code generation

tasks. LM-based approaches, such as CodeBERT [57], GraphCodeBERT [74], CodeT5

[204], Copilot [70], and ChatGPT [154], have become predominant in the realm of code

generation, adeptly translating user descriptions and contextual code into executable code

snippets. Despite the prowess in generating new code, empirical studies suggest that

editing existing code is a more frequent activity among developers [107, 101, 143], with

edits comprising about 70% of commit activities in numerous open-source projects [147].

Several transformer-based methodologies have been developed to adapt code genera-

tion technologies to code editing tasks to address this. Notable examples include GRACE

[75], CCT5 [118], CoditT5 [226], and MODIT [29]. These approaches vary in how they

represent edits within deep learning models but commonly treat the code editing process

as a translation task. This involves (1) accepting inputs of known relevant prior edits

(along with their contexts) and specific code regions (with their contexts) where changes

are anticipated and (2) generating the edited code as output. We show a model architecture

presented in Figure 5.1 to showcase a typical state-of-the-art solution where optional edit

descriptions, prior edits with their contexts, and the targeted code regions are processed

by a language model to produce the edited code. This representation encapsulates the

contemporary approach to integrating deep learning techniques into practical code editing

applications.

While the solutions above have established a crucial foundation for code editing tasks,
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Prior Edit Prior EditContext Context Code To EditContext…

Transformer (with Encoder and Decoder)

Edited Code

Description

Assumption 1: Known 
Relevant Prior Edit

Assumption 2: Known 
Subsequent Edit Location

Figure 5.1: The Code Editing Framework in [29] [75] [112].

they still fail to mirror the complexities encountered in real-world scenarios. Several

assumptions prevalent in current models may not hold in practice, leading to gaps in

effectiveness:

• Relevance of Prior Edits. Traditional models often presume that all prior edits related

to a target edit are relevant. This assumption might not always be valid in actual

development environments. Feeding models with irrelevant prior edits can introduce

noise, thereby degrading the accuracy of the proposed modifications.

• The Next Edit Location. Identifying potential locations for subsequent edits is chal-

lenging due to the ripple effects that a single change can trigger across a project [195].

This dynamic makes it difficult to predict where edits will be necessary without a

comprehensive understanding of the entire codebase.

• Interaction and Connection between Different Edits. Code edits often interact with one

another, influencing each other through syntactic dependencies and semantic relation-

ships. Current transformer-based models, however, generally lack the sophisticated

design required to capture and interpret these complex interactions effectively.

Addressing these issues requires enhancing current models to reflect the nuanced

dynamics of software development better, thereby improving the practical utility of

automated code editing tools. We introduce CoEdPilot, an LM-based solution crafted

to tackle the outlined challenges in code editing. CoEdPilot is meticulously designed

to monitor the ripple effects of edits, accurately infer the relevance of prior edits, and

explicitly capture interactions between edits. Our approach integrates a suite of neural

transformers [198] to function cohesively.
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Upon the occurrence of an edit-triggering event (e.g., an edit e complemented by an

optional edit description prp), CoEdPilot activates its components sequentially:

• Two-stage edit location: Initially, an Edit-propagating File Locator scans the entire

project to identify a coarse-grained set of files, F , where changes are likely to occur.

Using the identified files F , a Edit-propagating Line Locator applies a sliding window

approach to determine the edit type for each line of code within these files. The result

is a set of labeled lines of code, Le = le = (l, t) | l ∈ L, t ∈ insert, replace, where L
denotes the set of all code lines in the project. Le encompasses all lines that need to be

updated with new code lines.

• Edit Code Generation: For each identified edit location Le, the Edit-content Generator

generates the corresponding edit content et = (l, t) using the editing description prp and

a curated set of relevant prior edits. The prior edits P = {e = (l, t, ca, cb)} are selected

to provide context, where l denotes the line of code being modified, t specifies the edit

type, ca is the updated code content, and cb is the original code content. Feedback on

ca and cb is dynamically incorporated to iteratively adjust the generated edit content,

ensuring alignment with the user’s requirements and preferences during the editing

session.

• Edit dependency analysis: The Edit-dependency Analyzer examines prior edits to

identify those most relevant to the current task, ensuring both syntactic and semantic

alignment. By filtering for edits that are contextually appropriate, this component

improves the accuracy and relevance of the generated edits.

We trained our neural models on a dataset of over 180,000 commits crawled from 471

open-source projects. Our experiments yielded the following findings:

CoEdPilot identifies edit locations with an accuracy ranging from 70.8% to 85.3%.

For each identified edit location, CoEdPilot achieves a top-1 exact match rate of 41.8%

and a BLEU score of 60.7. Furthermore, an ablation study demonstrated that CoEdPilot

improves the performance of baselines by an average of 8.57% in exact match rate and

18.08 in BLEU score. In a user study involving 18 participants tasked with three types of

editing activities—feature enhancement, refactoring, and bug fixing—the results showed:
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Table 5.1: The illustration of code edits in the file src/testing/benchmark.go
Hunk Before Edit After Edit
H1 (in-
sert)

type benchContext struct {

maxLen int // The
largest recorded
benchmark name.

}

type benchContext struct {
match *matcher

maxLen int // The
largest recorded
benchmark name.

}

H2 (in-
sert)

func runBenchmarksInternal
(...) bool {

// ... other code ...
ctx := &benchContext{

extLen: len(
benchmarkName("",
maxprocs)),

}
// ... other code ...

}

func runBenchmarksInternal
(...) bool {

// ... other code ...
ctx := &benchContext{
match: newMatcher(
matchString, *
matchBenchmarks, "-test
.bench"),
extLen: len(
benchmarkName("",
maxprocs)),

}
// ... other code ...

}

H3 (re-
place)

func (b *B) runBench(...)
bool {

// ... other code ...
if b.level > 0 {

name = b.name + "/" +
name

}
// ... other code ...

}

func (b *B) runBench(...)
bool {

// ... other code ...
benchName, ok := b.name,

true
if b.context != nil {
benchName, ok = b.
context.match.fullName
(&b.common, name)

}
if !ok {
return true

}
// ... other code ...

}

Compared to the baseline Copilot, CoEdPilot effectively supports users by leveraging

project-wide awareness and capturing the interaction dynamics between relevant edits.

Our key contributions are summarized as follows:

• We present CoEdPilot, a framework designed to improve edit generation models by

anticipating related prior edits, pinpointing future edit locations, and modeling the

interactive relationships between edits.

85



CHAPTER 5. PROGRAM EVOLUTION

Table 5.2: The illustration of code edits in the file src/testing/testing.go
Hunk Before Edit After Edit
H4 (in-
sert)

type testContext struct {

mu sync.Mutex
// ... other code ...

}

type testContext struct {
match *matcher

mu sync.Mutex
// ... other code ...

}

H5 (re-
place)

func (t *T) run(...) bool
{

testName := name
if t.level > 0 {

testName = t.name +
"/" + name

}
// ... other code ...

}

func (t *T) run(...) bool
{

testName, ok := t.
context.match.fullName
(&t.common, name)

if !ok {
return true

}
// ... other code ...

}

H6 (re-
place)

func newTestContext(
maxParallel int) *
testContext {

return &testContext{

startParallel: make(
chan bool),
maxParallel:
maxParallel,
running: 1, //
Set the count to 1 for
the main (sequential)
test.

}
}

func newTestContext(
maxParallel int, m *
matcher) *testContext {

return &testContext{
match: m,
startParallel: make(
chan bool),
maxParallel:
maxParallel,
running: 1, //
Set the count to 1 for
the main (sequential)
test.

}
}

• CoEdPilot is designed as a modular framework, enabling seamless integration with any

edit-content generator within the community.

• We developed CoEdPilot as a VS Code plugin leveraging cloud infrastructure, providing

programmers with a practical tool for experimentation.

• We conducted comprehensive evaluations, including simulations, model-wise analysis,

and a user study, demonstrating the effectiveness of individual model components, their

integration as a system, and the UI design in a real-world tool.
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5.2 Overview
Table 5.1 and Table 5.2 showcase a simplified code-editing example from commit

00a2. Below, we provide a comprehensive summary of the programmer’s editing inten-

tions for this commit:

Intuition Design. The modified function is responsible for selecting test cases and

benchmarks in the golang/go project. This project features the testing package,

which orchestrates test case execution and evaluates benchmarks to measure runtime

performance, memory allocation, and locking efficiency in Go programs.

The file src/testing/testing.go automates the selection of specific test cases,

while src/testing/benchmark.go handles benchmarks. In the previous imple-

mentation, the selection process relied on keyword-based matching. Specifically, test and

benchmark names were matched against a string (as illustrated in the Before Edit sections

of H3 in Table 5.1 and H5 in Table 5.2).

Editing Intent. The programmer aimed to improve flexibility and precision in test

and benchmark selection by implementing a regular-expression-based matching system.

This new approach replaces the earlier keyword-based system, enabling more accurate

identification of relevant test cases and benchmarks.

Editing Implementation. To achieve this goal, the following changes were made to

benchmark.go and testing.go:

• H1 (Table 5.1): Introduced a pointer variable matcher in the type benchContext.

• H2 (Table 5.1): Added a matcher parameter during the initialization of a benchContext

instance.

• H3 (Table 5.1): Replaced the keyword-based matching logic with regular-expression-

based matching.

• H4 (Table 5.2): Introduced a pointer variable matcher in the type testContext.

• H5 (Table 5.2): Substituted the keyword-based matching logic with a regular-expression-

based approach.

• H6 (Table 5.2): Added a matcher parameter during the initialization of a testContext

instance.
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Figure 5.2: Illustration of Edit Propagation for the examples in Table 5.1 and Table 5.2.

Although these edits are relatively simple, they are interconnected and demonstrate

different types of edit propagation, as shown in Figure 5.2. Following the notation in

Table 5.1 and Table 5.2, we denote hunks as Hi (i = 1, . . . , 6).

Types of Edit Propagation. Below are the observed categories of edit propagation in this

example:

• Syntactic Propagation: This occurs when an edit ei introduces a syntax-related de-

pendency, requiring a follow-up edit ej to resolve a compilation error. For instance,

in Figure 5.2, an edit in H1 leads to a compilation error in H2 due to an uninitialized

parameter. This highlights the mutual dependency between syntax-related changes.

• Semantic Propagation: Semantic propagation reflects edits ei and ej being applied

to related functionalities. This relationship propagates changes across similar sections

of the codebase. For example, in Figure 5.2, edits like (H1, H4) and (H3, H5) exhibit

semantic propagation.

• Logical Propagation: Logical propagation indicates that an edit ei serves as a prerequi-

site for another edit ej . In Figure 5.2, H1 introduces the matcher variable, enabling

the matching logic to be enhanced in H3, even though H1 does not directly cause an

issue at H3.

From these observations, it is evident that:

• Edits interact in diverse ways, each influencing the project differently.
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Figure 5.3: CoEdPilot includes prior edit retrieval, subsequent edit analysis, and edit
generation.

• Only a select number of prior edits are relevant and sufficiently informative to contribute

effectively to subsequent edits.

• Edits have the potential to propagate across any files within the project, underscoring

the broad scope of their impact.

While state-of-the-art solutions like MODIT [29], and CoditT5 [226] have made significant

advancements and established a solid foundation (see their model architectures summa-

rized in Figure 5.1), they still fall short of effectively addressing the edit recommendation

challenges encountered in real-world practice.

5.3 Approach
Figure 5.3 shows the framework of CoEdPilot. The CoEdPilot architecture is designed

to facilitate code editing by analyzing and generating code edits based on a set of prior

modifications and an optional edit prompt. The output is generated as a list of potential

editing locations along with their corresponding edit options. The architecture comprises

three main components:

• Subsequent Edit Analysis This component processes a set of selected prior code edits

along with an optional editing prompt to estimate future edits within the project. The
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analysis is conducted in two stages. The first stage utilizes Edit-propagating File Locator

to identify the relevant source files where edits may occur, providing a coarse-grained

overview. The second stage employs a fine-grained detector, Edit-propagating Line

Locator, to predict the type of edits (e.g., insertions or replacements) needed for each

line in these files.

• Prior Edit Analysis This module analyzes the identified editing locations to select the

most relevant previous edits using Edit-dependency Analyzer. It evaluates these edits

based on their ability to influence future edits in terms of syntax, semantics, and logic.

• Edit Generation This component generates concrete editing options for each identified

location, specifically for edits classified as insert or replace. The process includes user

interaction where: (1) The user can accept a recommended edit as is. (2) The user may

modify a suggested edit based on the recommendation. (3) The user inputs their own

edit if the recommendations do not suffice. Once an edit is confirmed, it is recorded as a

new prior edit, which triggers a new cycle of edit generation and recommendations.

This structured approach allows for dynamic and iterative enhancements to code, leverag-

ing both past edits and real-time user input to refine and optimize code continuously.

5.3.1 Subsequent Edit Analysis

Problem Statement. We tackle the challenge of identifying subsequent edits in a software

project by framing it as a task of edit propagation triggered by an initial edit and an

optional user prompt.

The problem is defined as follows: Given a project P , represented as a set of files,

a user’s editing prompt prp, and the latest edit e = (cb, ca), where cb denotes the code

before the edit and ca represents the code after the edit, our goal is to identify a subset of

files F ⊂ P . For each file f ∈ F , subsequent edits are specified by annotating each line

of code with an editing type: keep, insert, or replace.

Challenge. As discussed earlier, the interactions between edits involve complex syntactic

dependencies and semantic relevancies. To analyze these syntactic dependencies, it is

standard practice to parse the entire compilable project. This process involves constructing

a program dependency graph [59], which helps in tracking data, control, and call dependen-
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cies. However, constructing such graphs for large projects can be notably time-consuming

and computationally intensive.

Moreover, the tools used for constructing syntactic graphs [197, 5] and analyzing se-

mantic relevance [100, 53, 4] typically depend on the programming language, which limits

their versatility. To overcome these challenges, we employ neural models that estimate

both syntactic dependencies and semantic relevances. These models offer advantages in

terms of runtime efficiency and language independence, providing a more scalable and

flexible approach to understanding the interactions between code edits.

In this study, we implement a two-tiered approach to localization, designed to pinpoint

the areas requiring edits within a codebase efficiently. The first stage involves file localiza-

tion, which is performed in a coarse-grained manner. Following this, we refine our focus

in the second stage with line of code localization. This fine-grained analysis precisely

determines the specific lines within the identified files that need editing. This methodical

approach ensures a systematic and accurate identification of edit locations, enhancing the

effectiveness of subsequent code modifications.

5.3.1.1 Propagation File Localization

To achieve this, we select a subset F ′ ⊂ F , where F ′ = {f | subedt(f, e) > thsub, f ∈
F}. Here, subedt(·, ·) denotes a likelihood estimation function for determining the proba-

bility that a file f will be co-edited given the input edit e. The threshold thsub is used to

quantify this likelihood.

The propagation likelihood is evaluated based on two primary factors: (1) the estimated

dependency of the file f on the input edit e; and (2) the semantic similarity between code

fragments in f and the edit e.

Namely, we design Equation 5.1 as follows.

subedt(f, e) = α1 · dep(e, f) + α2 · sem(e, f) + ϵ (5.1)

In Equation 5.1, we let each coefficient αi > 0. We quantize each factor (estimated

dependency dep(e, f) and semantic similarity sem(e, f)) as a score between 0 and 1 as

follows.

Estimated Dependency To determine whether a source file f is influenced by a given

edit e = (cb, ca), we design a dependency inference function dep(e, f) that quantifies the
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Figure 5.4: Illustration of the transformer-based model to learn the dependency of the
code edits.

likelihood of such a dependency. This function leverages transformer-based models, such

as CodeT5 and CodeBERT, to capture relationships within the source code. The design of

our approach is guided by the framework proposed in GRACE [75].

In our approach, we utilize the tags <from> and <to> as separators between two

segments of source code, serving a crucial role in instruction tuning. These tags help

delineate the beginning and end of code snippets, facilitating clearer parsing and processing

by our model. Following this segmentation, we introduce a dense neural layer equipped

with two output neurons. These neurons are activated using a sigmoid function designed

to assess code dependencies in both directions:

1. Determining whether the former code snippet depends on the latter, and

2. Assessing if the latter code snippet depends on the former.

Given a pair of source code c1, c2, their labeled dependencies are y1 and y2 (y1 = 1 or

0 indicates whether c1 depends on c2, and y2 = 1 or 0 indicates whether c2 depends on

c1), and their estimated dependencies are ŷ1 and ŷ2. We design the loss function as shown

in Equation 5.2:

loss(c1, c2) = −(y1 × log(ŷ1) + (1 − y1) × log(1 − ŷ1)+

y2 × log(ŷ2) + (1 − y2) × log(1 − ŷ2))
(5.2)

We leverage the dependency analyzer developed by Jin et al. [95, 96] to construct

our training dataset. Due to input length constraints, a file f is divided into k smaller

segments, denoted as seg1, . . . , segk. The code before the most recent edit, cb, is selected

as the target code ctar. We then estimate the likelihood of a dependency between ctar and

each segment.
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The second output neuron, ŷ2, represents the likelihood of the latter code depending

on the former. We define the dependency function as:

dep(e, f) = max(ŷ2(ctar, segi)).

This formulation uses a one-directional dependency to infer edit propagation. The max(·)
function is chosen to prioritize recall over precision at this stage. By substituting the

dependency analyzer tool [95, 96] with a neural network, we significantly reduce the

runtime required for analyzing a pair of code snippets, decreasing it from approximately

70 seconds to 0.01 seconds.

Semantic Similarity and Prompt Relevance We leverage neural embeddings to uni-

versally capture the semantic similarity between different pieces of source code. The

underlying rationale is our belief that pretrained neural networks, such as CodeT5 and

CodeBERT, are adept at capturing both syntactic and semantic similarities. Given these

models’ capabilities, we continue to factor in the constraints posed by the maximum input

length permissible by transformer architectures. This consideration ensures that while we

utilize these models’ advanced capabilities to analyze code, we also efficiently manage

the data input to fit within the operational parameters of the neural networks, thereby

maximizing the effectiveness and accuracy of our semantic similarity assessments. We

split a source file f into k segments as seg1, ..., segk, ctar = cb where cb is the code before

the edit, and emd(.) as the representation of a piece of code or a prompt extracted from

the transformer, we can have:

sem(e, f) = max(cos(emd(ctar), emd(segi))) (5.3)

5.3.1.2 Propagation Line Localization

Given the identified source files that exhibit potential for edit propagation, we imple-

ment a sliding window technique across each file to systematically analyze the editing

requirements for each line of source code. This method involves sequentially moving

a window across the file’s text, allowing us to scrutinize every line individually. By

doing so, we can precisely categorize the type of edits needed—whether a line should be

kept, inserted, or replaced. As illustrated in Figure 5.5, we fine-tune a base transformer

model to solve a Masked Language Modeling task [48], incorporating instruction tuning
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techniques [179]. The transformer’s input is composed of three main components: the

target code within the window, the user-provided prompt, and the relevant prior edits (see

Section 5.3.2 for details). To guide the model in understanding the structure of the input,

we include specific instruction tags such as code-window, prompt, prior-edits,

and edit as separators.

Additionally, each line of code is annotated with an operator that specifies its intended

action:

• keep: This operator indicates that the line should remain unchanged, represented by

<K>.

• insert: This operator signifies that new code should be inserted after the current line,

represented by <I>.

• replace: This operator denotes that the line should be replaced, either with an empty

line (deletion) or with modified content (update), represented by <R>.

In our approach, the edit operators are represented in the input using a special token,

<MASK>. To train the model to identify and replace these masked tokens accurately, we

engage in a Masked Language Modeling (MLM) task specifically focused on the edit

operators. The training prompts for this task are derived from commit messages found in

the code’s commit history, providing contextually rich cues for learning.

5.3.2 Prior Edit Analysis

Problem Statement. Given a set of prior edits Ep = {ep1 , . . . , epk
}, where each ei =

(cbi
, cai

), and a target code cbtar , we measure the likelihood of influence of epi
on cbtar

as a value between 0 and 1. To achieve this, we define an estimation function rel(., .) :
Ep × C → (0, 1), where C represents the set of code fragments, and rel(ei, cbtar) ∈ (0, 1)
quantifies the degree of relevance.

We quantize the relevance of prior edits by their syntactic dependency and semantic

similarity by Equation 5.4:

rel(epi
, cbtar) = FCN(dep(epi

, cbtar), sem(epi
, cbtar),

locsim(epi
, cbtar))

(5.4)
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M

Transformer

prompt prior editsLoC M LoC …

R K …

<code-window>
<MASK> func newTestContext(…) *testContext {
<MASK> return &testContext{
<MASK> startParallel: make(chan bool),
…
</code-window>

<prompt>
introduce a regular expr …
</prompt>

<prior-edits>
<edit>
<D> testName := name
<A> testName, ok := t.context.match …
</edit>
<edit>
…
</edit>
…
</prior-edits>

Figure 5.5: Architecture of the Edit Location Prediction.

Further, in Equation 5.4, FCN is a multi-layer fully connected network, the de-

pendency estimation function dep(., .) for estimating the dependency from cctar to the

code before the edit of epi
and the semantic relevance function sem(., .) is defined in

Section 5.3.1.1. Function locsim evaluates the proximity between epi
and cbtar as:

locsim(epi
, cbtar) =


1 − |loc(epi )−loc(cbtar

)|
k

if ld(epi
, cbtar) < k

0 otherwise
(5.5)

In Equation 5.5, we use a sliding window of size k to define whether the location difference

of epi
and cbtar is small (i.e., ld(epi

, cbtar) < k). If it is, we estimate the proximity as

Equation 5.5. Otherwise, the function locsim(., .) is 0. Finally, we define a threshold thpri

to identify the set of relevant prior edits Erel = {ep|rel(ep, cbtar) > thpri}.

5.3.3 Edit Generation

Figure 5.6 depicts the model architecture for generating edit content at a single edit

location, utilizing selected prior edits. Like the approach used for locating edit lines, the

edit generation model processes three key inputs: a code window surrounding the edit, the

user’s prompt, and relevant prior edits. To enhance structural understanding, the prompt
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I/R

Transformer

prompt prior editsLoC

<code-window>
…
<K> ctx := &benchContext{
<I> extLen: len(benchmarkName("", maxprocs)),
<K> }
…
</code-window>

<prompt>
introduce a regular expr …
</prompt>

<prior-edits>
<edit>
<D> testName := name
<A> testName, ok := t.context.match …
</edit>
<edit>
…
</edit>
…
</prior-edits>

Generated Edit Content

K LoC K LoC

Figure 5.6: Architecture of Our Edit Generator.

and prior edits are tagged consistently to highlight key elements.

Unlike other inputs, the code window represents a hunk, which includes consecutive

lines of the same edit type (replace or insert) along with a few surrounding lines of the

keep type as contextual information. The types of edition are:

• Lines of type keep are tagged with <K>.

• Lines of type insert are tagged with <I>.

• Lines of type replace are tagged with <R>.

The model predicts the edit content for the specified edit location as output. Training is

conducted using the classical cross-entropy loss [41].

At runtime, we employ Beam Search [64] to generate k ranked edit options based on

their confidence scores. Lastly, users can either accept or modify the suggested edits. Any

new edit provided by the user is stored as a prior edit, serving as feedback to enhance the

subsequent editing process.
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Figure 5.7: We implemented CoEdPilot as a Visual Studio Code extension.

5.3.4 Model Training

Overall, we trained three neural models, i.e., an Edit-dependency Analyzer (see Sec-

tion 5.3.1.1), an Edit-propagating Line Locator (see Section 5.3.1.2), and an Edit-content

Generator (see Section 5.3.3).

We initiate the training of our Edit-dependency Analyzer by leveraging the dependency

analysis tool developed by Jin et al. [95, 96], applied across various open-source projects.

This tool assists in gathering data on the dependencies inherent within source code,

forming the foundational dataset for training. Importantly, our neural dependency analyzer

is designed to predict code dependencies irrespective of programming language, enhancing

its versatility and applicability. Subsequently, we conduct interactive training for the Edit-

propagating Line Locator and Edit-content Generator. Our training dataset comprises

commits from open-source projects. Each commit is broken down into individual edits, or

hunks, which we use to train our models. This training involves estimating the edits in a

randomized sequence, both within and across files. Additionally, when dealing with a set

of prior edits, we transform their relevance into a probabilistic distribution X .

5.4 Tool Design
Figure 5.7 presents a screenshot of our CoEdPilot tool, integrated as an extension for

Visual Studio Code, showcasing functions developed according to our proposed approach.
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The key features and graphical user interface (GUI) are described as follows:

• Triggering the Edit Recommendation: Users can activate the edit recommendation

feature within the CoEdPilot tool through a keyboard shortcut or by right-clicking in

the editor. This action opens an Edit Description Input ①, allowing users to provide an

optional description of the desired edit.

• Subsequent Edit Recommendation: Afterward, CoEdPilot displays an Edit Location

View ②, where edit locations are organized hierarchically, with edit files as parent

nodes and corresponding edit lines as child nodes. Users can interact directly with the

visualization by selecting a child node. Lines marked for insertion are highlighted in

green to indicate additions, while lines suggested for replacement are highlighted in red

to indicate modifications.

• Edit Option Recommendation: Users can request detailed edit options for each

location, displayed in the Editable Difference View ③ in Figure 5.7. This view simulates

how the code appears before and after the edit. Using the Edit Operation Button ④, users

can browse, accept, or ignore the edit options. Accepted edits, along with any subsequent

modifications, are recorded as prior edits to improve future recommendations.

• Cloud Service: For deployment, the CoEdPilot tool adopts a cloud-based design, similar

to Copilot, to manage interactions between the client and server. Users can monitor the

network connection status through the Query State ⑤, as shown in Figure 5.7.

5.5 Experiment

5.5.1 Research Questions

We have five research questions:

• RQ1 (Locating Propagating Files): Can CoEdPilot accurately identify the source files

where edits propagate?

• RQ2 (Locating Propagating Lines): Given the identified source files, can CoEdPilot

locate the specific lines of code affected by edit propagation?
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• RQ3 (Edit Generation): How effectively can CoEdPilot generate edit options for a

given edit location?

• RQ4 (Prior Edit Relevance): Can CoEdPilot accurately select relevant prior edits to

assist in the editing process?

• RQ5 (Performance Boost for State-of-the-art Solutions): Does the CoEdPilot frame-

work enhance the performance of state-of-the-art edit generation models?

5.5.2 Benchmark Construction

To assess the performance of CoEdPilot, we established a comprehensive benchmark

comprising five programming languages (i.e., JavaScript, Java, Go, Python, and Type-

Script) sourced from 471 open-source projects. For our dataset, we selected projects

based on popularity, specifically choosing the top 100 projects on GitHub by star count.

We excluded projects primarily intended for educational purposes, such as tutorials, and

those with non-English commit messages for each programming language. Our selection

criteria for commits within these projects are designed to optimize the relevance and

manageability of the data for our model. These criteria include:

• Each commit must contain at least three hunks;

• Each commit must include hunks where the number of changed lines is fewer than 15,

in alignment with our model’s input length limitations;

• Commit messages must be in English and contain more than five tokens to ensure

sufficient descriptiveness;

• Commits should not include automatically generated source files (e.g., Java files marked

with @auto) or non-source files such as .bak, .log, and .pyc files.

As detailed in Table 5.3, these stringent selection criteria resulted in an average commit

filter rate of 6.89%. We then trained our dependency analyzer on a subset of 49 projects

representing various programming languages. This training involved 77,000 positive pairs

and 24,000 randomly sampled negative pairs, ensuring a robust dataset for developing an

effective analyzer.
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Table 5.3: Benchmark of CoEdPilot including 471 projects with five programming lan-
guages.

Language Model Train Valid Test #Proj #Com #File #Hunk

JavaScript
File location 22K 3K 6K

93 34K 34K 658KLine location 382K 54K 109K
Edit generation 460K 65K 130K

Java
File location 68K 10K 20K

89 24K 72K 556KLine location 335K 47K 95K
Edit generation 389K 55K 111K

Go
File location 46K 7K 14K

98 50K 88K 1174KLine location 695K 99K 198K
Edit generation 822K 117K 234K

Python
File location 60K 9K 17K

91 33K 42K 555KLine location 327K 46K 93K
edit generation 389K 55K 111K

TypeScript
File location 65K 9K 17K

100 39K 76K 817KLine location 480K 68K 137K
Edit generation 572K 81K 163K

5.5.3 Experiment Setup

5.5.3.1 RQ1 (Propagating-file Location)

We construct our training samples by extracting commits that consist of k hunks,

collectively referred to as a set H , dispersed across m source files. For each training

sample, we designate one hunk, h ∈ H , as the target hunk. The files containing the

remaining hunks are considered ground-truth positive files, numbered as m′. To assess

the robustness of our model, we also select n files (where n > m) that are not part of

the commit, labeling these as harmful files to introduce potential false positives into the

training data. The effectiveness of CoEdPilot in identifying relevant files is evaluated

through its precision and recall metrics. If CoEdPilot reports g files as positive and h out

of g files are truly positive, we measure the precision of file location as h
g

and the recall of

the file location as h
m

.

5.5.3.2 RQ2 (Propagating-line Location)

We structure our training and evaluation process by parsing a commit consisting of k

hunks, collectively labeled as H , dispersed across m files. This setup allows us to generate

k distinct training samples by employing the following procedure iteratively:

• In each iteration, we select one hunk, h ∈ H , to serve as the target edit to be
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predicted.

• We identify relevant prior edits using H \ h with CoEdPilot.

• We apply a sliding window of size s across the m files enabling CoEdPilot to

identify the target hunk h.

• This process is repeated k times, each time selecting a different hunk from H as the

target edit.

5.5.3.3 RQ3 (Edit Generation)

Given a commit with a set of hunks H , one hunk h is selected as the target edit. The

remaining hunks form the set of prior edits, defined as H ′ = H \ {h}. We use beam

search to generate the top-1, top-3, top-5, and top-10 edit options for each edit location.

For evaluation, we measure performance using:

1. Exact Match Rate (EMR): This metric evaluates the accuracy of the entire commit

(i.e., the edit session). If the generated edit content matches the ground truth edit in m

out of k cases, the EMR is calculated as m
k

.

2. BLEU4 Score: Following [159], we compute the BLEU4 score of the generated edit

content. Specifically, we determine the highest BLEU4 score across all k predictions

for each configuration.

5.5.3.4 RQ4 (Prior Edit Prediction)

We evaluate the impact of using selective prior edits (identified by our Edit-dependency

Analyzer) versus random prior edits in training the edit locating models and the edit

generation models. The performance is compared based on the metrics outlined in

Section 5.5.3.2 and Section 5.5.3.3.

5.5.3.5 RQ5 (Performance Boost)

The experiment is designed to evaluate the performance boost provided by CoEdPilot

when integrated with state-of-the-art solutions. We select GRACE [75], CCT5 [118], and

CoditT5 [226] as baselines to observe the enhancement effect of CoEdPilot. CoPilot [70]

is excluded from the comparison due to the unavailability of its programming API at the

time of this study.
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• Rough Edit Location: We provide the baseline models with rough edit locations,

represented as general hunk areas, to evaluate their performance in generating edits.

• Precise Edit Location: We integrate the baseline models with our edit location model,

supplying them with specific line-level edit locations, to assess their performance under

more precise guidance.

5.5.4 Experiment Results

5.5.4.1 RQ1 and RQ2 (Propagating-file Location & Line)

Table 5.4 summarizes the performance of CoEdPilot in detecting edit locations at

different granularities (i.e., file-level and line-level). At the file level, the tool achieves an

average precision of 79.52% and a recall of 72.93%. For line-level detection, it attains an

average precision of 86.97% and a recall of 84.82%. The effectiveness of CoEdPilot is

exemplified in identifying specific edit patterns, such as those seen in the commit 4bf1c

in Golang/Go project. Additionally, the average runtime overhead for inferring edits in a

file is recorded at 1.6 seconds, demonstrating the tool’s operational efficiency.

Challenges and Future Directions We discuss and explore all the commits and sum-

marize the reasons for wrong prediction samples as follows:

Reason 1: Noisy Samples in the Training Dataset. Despite rigorous filtering, the quality

of the training dataset significantly impacts the performance, particularly in the localization

of subsequent edits. Noisy data continues to pose challenges. Despite applying several

criteria to filter out commits, we observed that noisy training samples can still introduce

adverse effects. One notable issue is that some programmers include irrelevant file

changes (and edits) within a single commit, complicating CoEdPilot’s ability to identify

edit locations accurately. Additionally, we found that a significant number of edits pertain

to code comments and documentation (e.g., commit 3f442 in the golang/go project),

which may not be effectively captured by CoEdPilot.

These extraneous changes complicate CoEdPilot ’s ability to accurately identify and

report edit locations. Cleaning the dataset to enhance edit relevance involves considerable

effort and is both iterative and interactive, requiring a blend of human oversight and

automated processes. This aspect of data refinement is earmarked for future development.
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Table 5.4: The accuracy of propagating-file & line location

Programming
Language

File Location Line Location

Precision
(%)

Recall
(%)

Accuracy
(%)

Precision
(%)

Recall
(%)

JavaScript 81.52 71.21 94.89 86.62 83.88
Python 70.84 73.40 94.48 85.03 82.64
Java 85.28 75.67 95.37 87.99 85.99
Go 80.10 72.12 95.79 88.99 87.32
TypeScript 79.84 72.25 95.23 86.21 84.25
Average 79.52 72.93 95.15 86.97 84.82

Reason 2: Informativeness of Edit Inference. Another issue stems from the unidirec-

tional nature of certain code edits. For instance, the addition of a method call typically

necessitates the inclusion of a corresponding library import, but the reverse may not always

be true. This non-causal relationship between edits presents a significant challenge for

inference mechanisms. While the current language model captures interactions between

edits, integrating additional information sources, such as test cases, could potentially

enhance the accuracy and robustness of the inferences.

These insights underline the complexity of edit pattern recognition and suggest avenues

for enhancing the efficacy of CoEdPilot through targeted dataset refinement and enriched

inference mechanisms in future iterations.

5.5.4.2 RQ3 and RQ4 (Edit Generation & Prior Edit Prediction)

Table 5.5 outlines the overall performance of edit generation using Top-k candidates.

Furthermore, Table 5.6 emphasizes the impact of prior edits in improving the accuracy of

locating subsequent edits and generating corresponding content. The results demonstrate

that (1) CoEdPilot achieves strong performance in generating edit options. (2) Selective

prior edits significantly enhance the performance of the system. In contrast, random

prior edits disrupt the patterns, introducing additional noise and confusion during the

recommendation process. Moreover, we observe that the reasons for mispredictions in

edit options align closely with those discussed in Section 5.5.4.1.

5.5.4.3 RQ5 (Performance Boost)

Table 5.7 compares the performance of CoEdPilot against three baseline methods—GRACE,

CCT5, and CoditT5—for generating the top-1 edit option. As detailed in Section 5.5.3.5,

our experimental setup involves providing fine-tuned baseline models with hunk-level loca-

103



CHAPTER 5. PROGRAM EVOLUTION

Table 5.5: The performance of edit generation
Programming
Language Metric Top-1 Top-3 Top-5 Top-10

Javascript BLEU4 60.70 69.71 71.37 73.02
EMR(%) 41.83 47.50 49.31 50.99

Python BLEU4 57.59 65.65 67.47 69.11
EMR(%) 33.48 38.52 40.41 42.09%

Java BLEU4 60.54 68.35 70.11 71.73
EMR(%) 40.69 46.87 48.78 50.51

Go BLEU4 65.37 71.96 73.47 74.98
EMR(%) 48.94 55.09 57.18 59.16%

Typescript BLEU4 61.75 70.31 71.99 73.68
EMR(%) 41.58 46.86 48.57 50.65

Table 5.6: The Relevance Score for the Edit Location & Generation of Prior Edits

Prior Edit
Relevance

Edit-propagating
line locator

Edit-content
generator

Accuracy
(%)

Precision
(%)

Recall
(%)

EMR
(%) BLEU4

Selective
Prior Edits

94.89 86.62 83.88 41.83 60.70

Random
Prior Edits

91.86 81.73 72.37 18.87 46.56

tions—that is, the specific lines involved in a hunk—to predict the necessary code edits. It

is evident from our findings that there is a significant performance gap between CoEdPilot

and these baseline models. The primary reason for this disparity is that CoEdPilot’s edit

locator component significantly enhances the precision with which the edit generator can

apply modifications, allowing for more accurate and contextually appropriate changes.

Expanding on the capabilities of CoEdPilot, we experimented with substituting our

native edit generation model with those from fine-tuned baselines and observed a sub-

stantial improvement in the performance metrics of both GRACE and CCT5 models.

This improvement underscores CoEdPilot’s versatility and effectiveness as an integrative

framework that boosts existing technologies. It is important to note that while CoditT5

also has the capability to predict edit locations similar to CoEdPilot, we did not pair it

with our locator. The reason for this is our model’s ability to utilize a greater input length

than CoditT5, which is particularly advantageous given the limitations of existing models

like CodeT5.

This strategy not only showcases the robustness of CoEdPilot but also highlights its

potential to serve as a foundational framework that can be further enhanced by integrating
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Table 5.7: CoEdPilot Enhance the Performance
Approach EMR(%) BLEU4
CoEdPilot (Line Locator + Edit Generator) 29.96 78.58
CoditT5 7.42 69.01
GRACE 2.73 38.36
CCT5 14.19 75.37
GRACE + Line Locator 18.61 71.61
CCT5 + Line Locator 15.45 78.27

Table 5.8: Runtime Estimation of CoEdPilot

Step File locator
(s / file)

Line locator
(s / file)

Edit-content
generator

(s / location)
Prepare Input 0.0064 0.3976 0.0683
Model Inference 0.1008 0.0878 0.3972
Total 0.1072 0.4854 0.4655

diverse model components, thereby extending its utility and applicability in real-world

coding environments.

5.6 User Study
To further assess how programmers can utilize CoEdPilot in practical settings, we

have devised a user study to evaluate its features.

Baseline. To determine the efficacy of CoEdPilot in supporting real-world code editing

tasks, we have selected Copilot [70] as the baseline comparison due to its widespread use

and proven effectiveness in code generation. We decided not to include a full manual

editing mode in this study for the following reasons: (1) Copilot is enhanced by the

advanced GPT-3.5 Turbo technology, which has been empirically demonstrated to increase

programming productivity by 27% to 57% [148], and (2) constraints related to budget and

logistical overhead.

Participant. We recruited 18 participants from three universities across China and Singa-

pore, comprising both undergraduate and graduate students. A preliminary assessment,

including a test based on their programming experience, was conducted to form a demo-

graphic profile, detailed in [40]. Participants were then evenly divided into two groups

according to their experience levels. The experimental group utilized CoEdPilot, while

the control group worked with Copilot during the study.

Code Edit Tasks. We created simplified versions of three real-world code commits to
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reduce comprehension complexity and help participants focus solely on the editing tasks.

The tasks were designed to encompass a variety of common programming activities:

• Bug Fix (Task 1): Participants were presented with a bug where range(arr) was

incorrectly used instead of range(len(arr)) in multiple instances throughout the

project. They were tasked with identifying and correcting all occurrences of this error.

• Refactoring (Task 2): Participants were instructed to refactor the code by extracting

three duplicate code blocks into a reusable function.

• Feature Enhancement (Task 3): Participants were asked to add a scale capability for

normalizing input vectors in an existing class of classifiers. This task required making

multiple interdependent edits across the codebase.

Study Setup. We initiated the study with a comprehensive warm-up session that included

a tutorial for both CoEdPilot and Copilot, complemented by a practice task to ensure

participants were comfortable with the tools. Each participant was allotted 30 minutes

to complete each designated task. To facilitate the validation of their edits, we prepared

specific test cases for each task. These test cases were meticulously designed to ensure

that participants could verify the correctness of their edits.

Throughout the study, participants were instructed to record their sessions using a video

recorder, enabling us to perform a detailed analysis of their coding process. Performance

metrics were evaluated based on two main criteria: (1) The ability to complete the tasks,

as evidenced by passing all designated test cases and (2) The efficiency with which

participants completed the tasks, measuring how quickly and effectively they reached

solutions.

Results. Table 5.9 presents the performance of participants in completing the code-editing

tasks, leading to the following observations:

• Task 1: On average, CG completes Task 1 slightly faster than EG, though the difference

is not statistically significant (Wilcoxon Signed Rank test p-value = 0.33, effect size =

-0.08).

• Task 2: EG demonstrates faster completion times than CG for Task 2, but this improve-

ment lacks statistical significance (p-value = 0.07, which is greater than 0.05; effect size

= 0.60).
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Table 5.9: The overall performance in seconds of Experimental Group (EG) and Control
Group (CG).

EG Task1 Task2 Task3 CG Task1 Task2 Task3
P1 221 515 1196 P10 339 696 1287
P2 897 389 279 P11 360 776 1563
P3 366 487 216 P12 480 483 545
P4 160 529 963 P13 522 724 1770
P5 230 301 756 P14 277 395 838
P6 364 473 617 P15 181 446 930
P7 329 688 588 P16 337 720 825
P8 840 780 1020 P17 151 666 1515
P9 290 638 1050 P18 266 722 1563
Average 410.78 533.33 742.78 Average 323.67 625.33 1070.33

• Task 3: Conversely, EG significantly outperforms CG in Task 3, with the difference in

completion time being statistically significant (p-value = 0.003, which is less than 0.05;

effect size = 0.96).

Why CG Outperforms EG in Task 1? In Task 1, aimed at fixing duplicated bugs, we

observed that CoEdPilot users (EG group) initially struggled with the tool’s learning curve,

particularly in utilizing features for predicting edit locations and content. Additionally,

participants such as P2 and P8 exhibited hesitancy in trusting the tool’s recommendations

despite their accuracy. This skepticism led them to spend more time verifying the suggested

edits, slowing their overall performance. This scenario is typical for users adapting to any

new tool, whether in a user study or an operational setting. In contrast, some participants

in the Copilot group (CG), such as P17, efficiently utilized simple keyword searches to

locate necessary edits across the project due to the straightforward edit pattern in Task 1.

Why EG Outperforms CG in Task 2, Albeit Without Statistical Significance? In Task

2, which involved refactoring by method extraction, CoEdPilot users grew more adept at

navigating the tool, effectively switching between functions like location prediction, edit

generation, and edit option selection. This proficiency allowed them to identify cross-file

code duplications more efficiently, reducing the effort required for creating new functions.

Although the EG group began to outperform the CG group, the statistical significance

(a p-value of 0.07 approaching the critical threshold of 0.05) was not strong enough to

conclusively demonstrate a difference due to the limited sample size.

How EG outperforms CG in Task 3? Task 3, which involved enhancing model training

with a scale function, proved to be the most challenging. The required edits, such as
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inserting a scale parameter and associated decision logic, could not be easily identified

through keyword searches. The EG group generally outperformed the CG in handling these

complex editing patterns. However, performance varied significantly among participants:

some completed the task in less than five minutes, while others took considerably longer.

Analysis of tool logs and video recordings revealed that some participants misinterpreted

edit content, leading to erroneous code. Such errors propagated further confusing edits,

which were only identified after testing the edits. Human error in interaction-heavy

tools remains a persistent challenge. We aim to address these issues in future iterations

of CoEdPilot. The EG group accepted approximately 69.3% of the recommended edit

options, modifying 31.6% of these suggestions.

5.7 Threats to Validity
This section outlines potential factors that might compromise the validity of our work:

Internal Validity: There exists a potential bias in the study’s internal validity due to

different levels of familiarity with the tools used. The experimental group may experience

a steeper learning curve than the control group, which is already familiar with CoPilot.

This disparity in learning experiences might cause the differences observed in the test

results, attributing them more to learning effects than to the true performance of the

extension.

External Validity: Our study’s code editing tasks were simplified versions of real-world

code commits, complete with detailed instructions. This setup may not accurately reflect

the complexity and unpredictability of typical coding scenarios developers encounter.

Additionally, the study’s focus solely on Python programming tasks may limit the ap-

plicability of our findings across other programming languages, potentially skewing the

perceived effectiveness of the plugin.

Statistical Validity: Due to constraints on time and resources, the study was conducted

with a relatively small sample size of 18 participants. This limited participant pool

may not provide enough statistical power to reliably detect significant differences in the

effectiveness of the extension. As such, the generalizability and robustness of our findings

could be questioned, suggesting a need for cautious interpretation of the study results.
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Chapter 6

Program Adaptation

6.1 Introduction
Deep language models have progressively scaled in size to enhance their performance.

(Ultra-)large language models, such as GPT-3 [153], CodeX [34], and InstructGPT [156],

have demonstrated remarkable effectiveness. However, these models typically comprise

millions of neurons, resulting in significant training and maintenance costs, making them

less accessible for individual users.

In contrast, relatively smaller models, such as CodeBERT [57] and CodeT5 [204],

are more cost-effective and easier to maintain. Nevertheless, these smaller models often

face challenges in handling large and diverse training datasets, leading to compromises

in performance across varied training samples. Researchers usually prepare a diversified

corpus regarding different projects, topics, and programming languages to achieve a more

generalizable performance for software engineering tasks.

For example, the CodeSearchNet[88] dataset used to train CodeBert and CodeT5

consists of 6 program languages, more than 100 projects, and multiple programming

topics. The diversity is expected to train a model that can generalize well in as many

unseen code samples as possible. However, the multiple training samples can also lead

to a “conflicting” effect when the model is training. Our study quantifies the conflicting

effect of a pair of training samples s1 and s2 by Equation 6.1.

kconf = ∂loss(s1)
∂θ

× ∂loss(s2)
∂θ

(6.1)

In Equation 6.1, loss(.) is the function to measure the loss of a training sample and θ

represents all the trainable parameters of a deep neural network. Intuitively, kconf being
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positive indicates θ fitting si can facilitate the fitting of sj and vice versa. In contrast,

kconf being negative indicates θ fitting si has the cost of fitting sj and vice versa. Our

empirical study on the popular CodeSearchNet datasets and Funcom[110] dataset shows

that 78% training samples have a conflicting effect with each other. Overall, we observe

that conflicting effects are prevalent regardless of the types of models and training corpora.

We take the code summarization task as an example. To achieve an adaptive model,

we propose Adacom, a real-time model adaptation solution designed to enhance the

performance of deep neural networks. Adacom takes as input a target code c, a comment

generator g, and a dataset D. It adapts g in real time to produce an improved model g′,

enabling better performance in generating comments for c.

Our approach is based on the rationale that there exists a subset of samples Ds ⊂ D

that are particularly useful for the comment generator to learn how to summarize c.

Technically, the process involves the following steps:

1. Building an Influence Graph: We construct an influence graph Ginf over the dataset

D, where each node represents a sample, and edges indicate whether the relationship

between two samples is helpful or harmful for training.

2. Identifying Semantic Helpful Samples: For a given target code c, we employ a

model-representation-based metric to identify training samples in D that are potentially

semantically helpful to c.

3. Enriching the Helpful Sample Set: Using the influence graph Ginf , we expand the

set of helpful samples Ds. This set is then used to fine-tune the model in a lightweight

manner, allowing the model to:

• Learn from helpful samples, and

• Unlearn harmful samples.

4. On-the-Fly Retraining: If certain training samples are identified as having a positive

influence or being semantically helpful for c, the model g is retrained on the fly to

produce g′. This retraining reinforces helpful samples and eliminates the influence of

harmful samples.

Adacom thus enables a dynamic, targeted adaptation process to improve comment genera-

tion for specific target code snippets.
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Above all, we design Adacom to achieve three key research goals:

• Compromise Detection: Adacom aims to detect whether a language model may exhibit

compromised performance on a given test sample.

• Sample Searching: Given a test sample and a dataset, Adacom identifies a subset of

samples within the dataset that can help mitigate model bias and enhance specialization

for the test sample.

• On-the-Fly Model Tuning: Leveraging a test sample and a few labeled samples,

Adacom dynamically adapts the model in real-time to improve its performance on the

test sample.

The solution provided by Adacom is orthogonal to many deep-learning-based methods,

including advancements in model architectures [126], model training [74], and repre-

sentation learning [113]. Additionally, Adacom is delivered as an assistant framework

with abstracted APIs, enabling support for various models based on the encoder-decoder

architecture.

We evaluate Adacom by testing its ability to enhance seven comment generators across

four datasets. The experimental results demonstrate that:

1. Adacom significantly improves comment generation performance, with average in-

creases of 14.9% in BLEU4, 12.2% in METEOR, and 7.4% in ROUGE-L scores.

2. The adaptation process for an individual code sample incurs minimal runtime overhead.

3. Adacom generalizes effectively to out-of-distribution code samples, showcasing its

robustness.

In summary, this work makes the following contributions:

• Empirical Observation: We report the conflicting effect on the training datasets over

the state-of-the-art deep language models, which shed light on one of the potential

performance bottlenecks on the comment generators.

• Technical Design: We propose the Adacom solution, generalizable for any deep lan-

guage models with encoder-decoder architectures, to boost their performance on indi-

vidual code samples on the fly.
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Table 6.1: Motivating Example: Compromise Problem in Neural Network Models with
Conflicting Training Effects on Test Predictions

Sample Target Test Sample, ct Harmful Training Sample, charm Helpful Training Sample, chelp

Code

public static java.
sql.Timestamp

internalToTimestamp
(long v) {

return new java.
sql.Timestamp

(v - LOCAL_TZ.
getOffset(v));
}

private Date longToDate
(long val, int
sqlDataType) {
switch (sqlDataType
) {

case Types.DATE:
return new java.sql.

Date(val);
case Types.TIME:
return new java.sql.

Time(val);
case Types.TIMESTAMP:
return new java.sql.

Timestamp(val); } }

public static java.sql
.Date
internalToDate(
int v) {

final long t = v

* MILLIS_PER_DAY;
return new java.sql.

Date(t - LOCAL_TZ.
getOffset(t));

}

Ground
Truth

Converts the internal represen-
tation of a SQL TIMESTAMP
(long) to the Java type used for
UDF

Parse the long-valued timestamp into
the appropriate SQL date type

Converts the internal representation
of a SQL DATE (int) to the Java type
used for UDF parameters (@link
java.sql.Date)

Origin Converts the internal { @ link long } ( local to a { @ link TIMESTAMP } ) representation
After
Harmful

Parse the long-valued TIMESTAMP into a { @ link TIMESTAMP } representation

After
Helpful

Converts the internal representation of a SQL TIMESTAMP ( long ) to the java type used for UDF

• Experimental Evaluation: We conduct extensive experiments on seven models over

four datasets, showing that our Adacom solution can significantly boost the performance

of comment generation under diverse scenarios.

6.2 Overview

Given a piece of source code c, we first track the most influential training samples

Sinf , which should be the most useful for contributing to g’s performance on c. Next, we

estimate the potential boosting performance of g on c by (1) how well g can fit Sinf and

(2) how consistent the training samples in Sinf can facilitate g’s performance on c. Then,

a confidence score is derived as the measurement. Intuitively, the better performance of g

can fit Sinf , and the more consistent Sinf can facilitate g’s performance on c, the higher

the confidence score. Once the confidence score exceeds a pre-defined threshold, we

fine-tune g on Sinf with a limited number of learning steps to g′ to boost the comment

generation performance of c.

Table 6.1 shows an example of how Adacom applies on-the-fly adaptation to adap-
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tively switch the compromise of a CodeBERT-based comment generator to improve its

performance on a specific code sample. In Table 6.1, three code samples are highlighted:

the second column represents the target code ct for generating comments, the third column

contains the harmful training sample charm that negatively impacts predictions for the

target code, and the last column presents the helpful training sample chelp that improves

predictions for the target code.

The second row provides the code text, while the third row lists the ground truth

comments. The fourth row shows the comments generated by the model after fine-tuning

without any additional training. The fifth row displays the comments generated after

training on harmful samples, and the last row demonstrates the output after training on

helpful samples. Overall, the results indicate that training with helpful samples leads to

improved performance in generating comments for ct. Next, we illustrate how Adacom

detects the model compromise and adapts the model for a more precise code summarization

performance.

Step 1. Influence Construction. In this example, Adacom begins by determining the

influential relationships for the training samples. For simplicity, we highlight only the

influence between charm and chelp, as shown in Table 6.2. The calculated influence score

for charm and chelp is -0.76, suggesting that the deep learning model has adjusted its

behavior to accommodate this pair. Notably, charm and chelp exhibit a similar get-by-

return code structure, but their associated comments differ significantly in tone and style,

reflecting project-specific conventions. Details on the influence score computation can be

found in Section 6.4. At this point, we identify and store all "contradictory" pairs within

the training dataset for further analysis.

Step 2. Training Contribution Construction. Next, to find the helpful training samples,

we estimate the potential contribution of the training samples to the target code ct. We

assume that the chelp is one of the semantically relevant training samples. Intuitively, ct

and chelp share a similar representation within the deep comment generator, providing a

strong indication for selecting chelp. Using the influence score, we further expand chelp

into a set of related code samples. The methodology for measuring training contributions

will be detailed in Section 6.4.3. In some cases, Adacom may not identify any contributing

training samples. In the example shown in Table 6.1, the set chelp is identified as the

contributing sample. At this stage, we assemble the set of potentially helpful samples

from the training dataset for further analysis.
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Table 6.2: We show the influence scores and the corresponding estimated training contri-
bution of the examples shown in Table 6.1.

Sample Estimated Influence Estimated Contribution
charm chelp charm chelp

ct / / 0.23 0.67
charm 1 -0.76 / /
chelp -0.76 1 / /

Step 3. On-the-fly Retraining. Finally, helpful code samples such as chelp are utilized

to retrain the comment generator, transforming g into an updated version, g′. While both

charm and chelp are effectively modeled by g, retraining introduces observable changes in

the generated comments, particularly in the last three rows. Before retraining, the original

comment generator produces a broader and less accurate comment. After incorporating the

helpful sample, however, the updated generator g′ generates a more specific and precise

comment for ct—without relying on the ground-truth comment.

In essence, Adacom is designed to identify potential compromises and adapt the

model for targeted scenarios. It is important to note that both g and g′ involve trade-offs.

The original generator g aims to balance fitting charm and chelp, striving for a globally

optimized solution. In contrast, the retrained generator g′ prioritizes fitting chelp over

charm, adopting a more localized optimization approach to improve the comments for ct.

As demonstrated in our experiments (see Section 6.5), this targeted adaptation enhances

the performance of state-of-the-art comment generators with minimal runtime overhead.

6.3 Problem Formulation
In this work, we define the problem formulation as follows. Given a comment generator

g, the training dataset D = {di = ⟨ci, comi⟩}, one target code sample ct, and its ground

truth comment comt, without knowing comt, we need to find a subset selection solution

W = {wi ∈ [0, 1]1} on D to minimize L(g(ct), comt) where:

g′ = arg min
N∑

i=1
wi · L(g(ci), comi) (6.2)

In Equation 6.2, we assume that g′ is trained from g, wi = 1 indicates that the sample

di remains in the training set; in contrast, wi = 0 indicates that the sample di is removed

from the training set. As for the motivating example in Section 6.2, if we only retrain the
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Figure 6.1: Adacom framework.

comment generator on the subset {chelp}, we set the weight wi for chelp to be one and all

the other weights to be 0. Generally speaking, the problem is challenging because

• Information Insufficiency: Given that comt is unknown, we cannot define a precise

loss function L(g(ct), comt). Therefore, an estimation of comt is needed;

• Combinatorial Explosion: The training dataset is usually huge even if we have the

estimated comment com∗
t . Thus, it would be computationally expensive to find the

global optima W to minimize L(g(ct), com∗
t ).

We address the information insufficiency problem by estimating the target sample’s

unknown loss using similar training samples in D. The technical challenge lies in how

we systematically consider the similarity of both the code and the model interpretation

of the code for more precise estimation. Further, we address the combinatorial explosion

problem by constructing the influence graph on the training dataset D, which allows us to

prune many less influential and negatively influential training samples.

6.4 Approach
Figure 6.1 illustrates the framework of Adacom, which is divided into two stages: an

offline stage and an online stage. We assume that a state-of-the-art method has been used

to train the comment generator g on a dataset D.

During the offline stage, the comment generator g is trained using the dataset D. Based

on D and g, we define the concept of influence estimation and construct an influence graph

that captures the pairwise mutual influence among training samples in D. This Influence
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Construction process identifies helpful and harmful samples, while cached representations

and influence scores facilitate efficient retrieval during the online stage.

In the online stage, the system retrieves semantically helpful training samples based

on the target code and uses them to retrain the comment generator, transforming g into an

updated version, g′. This lightweight retraining process adapts the model to generate new

and improved code comments. Specifically, training contributions are estimated to identify

samples with potential semantic relevance to the target code, enabling the generation of

more accurate and precise comments.

6.4.1 Influence Construction

We first introduce the definition of the influence score and then utilize the training

contribution to estimate the influence score of the training samples to the test sample.

Influence Definition We denote a comment generator as g, its training dataset as

D = {d1, d2, ..., dn} where di = (ci, comi), ci is the code and comi is its comment.

Let L(g(ci), comi) be the loss of di, and space of all the possible generators be G. The

state-of-the-art approaches search for g∗ = arg ming∈G
1
n

∑n
i=1 L(g(ci), comi). Given two

samples d1 and d2 where d1, d2 ∈ D, we define the influence of d2 on d1, inf(d1, d2, ϵ),
as follows:

inf(d1, d2, ϵ) = L(g∗(c1), com1) − L(ĝ(c1), com1) (6.3)

g∗ = arg min
g∈G

1
n

n∑
i=1

L(g(ci), comi) (6.4)

ĝ = arg min
g∈G

∑
di∈D\{d2} L(g(ci), comi) + (1 + ϵ)L(g(c2), com2)

n
(6.5)

In Equation 6.3, we define the influence of d2 on d1 by the difference of the perfor-

mance of two trained comment generators g∗ and ĝ on the loss of d1. g∗ is the trained

generator on the dataset D as showed in Equation 6.4; in contrast, ĝ is the trained generator

on the dataset D where the training weight of d2 is readjusted by ϵ (ϵ > 0). Intuitively,

inf(d1, d2, ϵ) evaluates whether the model can better fit if we upweight d2 by ϵ during

the model training. Further, we call the ϵ the empirical influence margin. Intuitively, the

larger positive inf(d1, d2, ϵ), the more influential d2 is on d1.
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Similarly, the influence of d1 on d2 can be denoted as inf(d2, d1, ϵ). Therefore, we

define the mutual influence between d1 and d2 as mul_inf(d1, d2, ϵ) as

mul_inf(d1, d2, ϵ) = inf(d1, d2, ϵ) + inf(d2, d1, ϵ) (6.6)

We can see that Equation 6.6 is symmetric. Intuitively, a large positive mul_inf(d1,

d2, ϵ) indicates that d1 and d2 can “help” each other during the model training; a large

negative mul_inf(d1, d2, ϵ) indicates that d1 and d2 can “harm” each other during the

model training; and small |mul_inf(d1, d2, ϵ)| indicates that d1 and d2 are independent of

each other.

While the above definition is intuitively measurable, it is challenging to make it

practical because

• Computationally Cost: The above definition requires exhaustively retraining the model

for every pair of training samples. While the training dataset is vast, the retraining cost

is hardly acceptable.

• Empirical Hyperparameter: The empirical influence margin usually needs to be

decided through trial and error, which incurs additional engineering overhead.

6.4.2 Estimated Influence

We propose a gradient-based method for efficiently estimating the model-dependent

mutual influence between any pair of training samples.

Influence Estimation Consider a comment generator g with a training dataset D =
{d1, d2, . . . , dn}, where each sample di = (ci, comi) comprises a code snippet ci and its

corresponding comment comi. Let L(g(ci), comi) denote the loss for sample di, and let

θ represent the parameters of the trained comment generator g∗. The empirical mutual

influence mul_infe between d1 and d2 is defined as:

mul_infe(d1, d2) = grad(d1) · grad(d2)
|grad(d1)| · |grad(d2)|

(6.7)

grad(di) = ∂L(g∗(ci), comi)
∂θ

(6.8)

Equation 6.7 is model-dependent compared with the definition in Equation 6.6. In

other words, we now empirically investigate how likely it is that we can reduce the loss of
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d1 by reducing the loss on d2 (and vice versa) on the comment generator g∗. Nevertheless,

Equation 6.7 has the following benefits:

• Symmetry: Similar to Equation 6.6, the gradient-based calculation is symmetrical,

i.e., mul_infe(d1,d2) = mul_infe(d2,d1). The property is helpful for many follow-up

calculations, such as clustering (see Section 6.4.2).

• Efficiency: Different from Equation 6.6, mul_infe(d1,d2) does not require retraining

the model. The complexity is only relevant to the size of the model. We can even

empirically select partial model layers to improve efficiency.

• Bound: mul_infe(d1,d2) is bounded within (-1, 1), which is convenient for the follow-

up measurement and calculation. Specifically, mul_infe(d1,d2) being close to 1 indi-

cates that d1 and d2 are mutually helpful, that being close to -1 indicates that d1 and d2

are mutually harmful.

Influence-based Graph Taking the mutual influence between every pair of the training

samples, We further build the influence graph by clustering all the training samples by the

Birch hierarchical clustering algorithm [230]. We use complete linkage for the clustering

to ensure the helpful strength of the samples in each cluster. As a result, given a similarity

threshold th, the training dataset D is converted into a cluster set Cinf = {c1, c2, ..., ck}.

For each ci ∈ Cinf , we measure its helpful strength by

strength(ci) = 2
|ci| × (|ci| − 1)

∑
dp,dq∈ci,p ̸=q

mul_infe(dp, dq) (6.9)

6.4.3 Training Contribution Construction

In this section, we focus on estimating the potential of a training sample dtra =
(ctra, comtra) to improve the generated comment for a target code ct with an unknown

comment. Using a comment generator g, we evaluate how effectively dtra can be utilized

to retrain g to enhance its prediction for ct.

Semantic Similarity The underlying principle is that training samples whose internal

representations, as perceived by the model g, closely resemble that of ct are more likely

to belong to a similar distribution. These semantically similar samples are thus more
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informative and better equipped to improve the prediction quality for ct. The choice of the

internal representation allows us to have two benefits:

• Model-specific Interpretation: Internal representation lets us capture how the trained

comment generator (e.g., CodeBERT or Code T5) interprets the training samples. Note

that code that appears similar from a human perspective may not necessarily be identical

from the model’s perspective. Nevertheless, the model can interpret them differently.

• Semantic Generalization: The state-of-the-art approaches with the BERT-based archi-

tecture (e.g., Code T5, CodeBERT, GraphCodeBERT) allow us to generalize synonyms

(e.g., “admin” and “administrator”, “service” and “svc”, etc.) more easily in similar

contexts.

Representation Assumption We hypothesize that deep learning-based language models

generate internal representations for each code sample. Let a code sample be represented

as c = ⟨t1, t2, ..., tn⟩ and the comment generator as g. When processing token ti, the

model g produces an internal representation denoted as ri = h(ti), where h(.) is the

internal representation function of g. We think that the assumption holds for most neural

network-based models. For instance, both unidirectional and bidirectional recurrent neural

networks, as well as transformer-based architectures, satisfy this condition. Figure 6.2

provides an overview of the encoder architecture used in BERT-based transformers. For

simplicity, details such as multi-head attention and the computation of query, key, and

value vectors are omitted. After tokens are transformed into vector embeddings using

the word2vec layer, they pass through stacked encoder layers to obtain optimal internal

representations, which are then used by the decoder to generate comments. The space R,

known as the representation space, encompasses all possible internal representations.

Contribution Estimation Formally, given one test sample c = ⟨t1, t2, ..., tn⟩ and its

semantic internal representation ĉ = ⟨ h(t1), h(t2), ..., h(tn)⟩ = ⟨r1, r2, ..., rn⟩, it can be

regarded as a dynamic trajectory in the representation space. We show an example in

Figure 6.3. To clarify our illustration, we demonstrate the representation space in a 3-

dimensional space, where each point represents the internal representation when the model

generator parses a token ti. The black sequence represents the internal representation

of the target code, the green one represents the helpful training sample, and the red one
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Figure 6.2: A simple illustration of BERT architectures.
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Figure 6.3: We use trace similarity to estimate the contribution of training samples to the
test sample.

represents the harmful training sample. Further, the same token can have a different

representation (or position in the representation space) because they may have different

contexts. This differs from the word2vec solution, where a token can always have its fixed

representation. For example, the token “get” in the code sample “byte get visibility ...”

has a different representation from the token “get” in “String get visible ...”.

Representation Comparison. Since a sequence of high-dimensional vectors will repre-

sent each code, we compare the target code c = ⟨r1, r2, ..., rn⟩ with the training samples.

Similar to the classical dynamic algorithm to calculate the longest common subsequence,

given two sequences c = ⟨r1, r2, ..., rn⟩ and c′ = ⟨r′
1, r′

2, ..., r′
m⟩, we will still construct
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a n × m matrix. The difference is that there is no exact match between the two token

representations. We quantify the contribution of training samples by computing the cosine

similarity between the internal representation vectors of two code samples. Generally, we

still measure the minimum editing distance between two sequences of high-dimensional

vectors. Intuitively, Equation 6.10 calculates the accumulated projection of c′ on c in the

representation space.

The following illustration assumes that readers are familiar with the dynamic pro-

gramming algorithm for calculating the longest common subsequence. More details can

be checked at [132]. Table 6.3 shows how we calculate the pairwise similarity between

two representation sequences. Note that the tokens in different sequences have different

representations; thus, the similarity between the same token is no longer 1. For example,

the similarity between two “byte”-words is 0.87 instead of 1. Then, we introduce a match

threshold hm to only match the representations with pairwise similarity over hm. We still

follow the dynamic programming routine to find the best match between two sequences

by constructing the matching matrix as shown in Table 6.4. Specially, given two token

representation v = c[i] and v′ = c′[j], we have:

1. M [i, j] = max(M [i − 1, j], M [i, j − 1]), if cos(v, v′) > hm

2. M [i, j] = max(M [i, j] + cos(v, v′), M [i − 1, j], M [i, j − 1]), otherwise.

As a consequence, given the representation sequences of the target code c and that

of a training sample c′, we can have a sequence of optimal match P = ⟨(rm1 , r′
m1),

(rm2 , r′
m2), ..., (rmk

, r′
mk

)⟩ where rmi
∈ c and r′

mi
∈ c′. Thus, we estimate the training

contribution score of c′ to c by:

tcs(c, c′) =
|P |∑
i=1

cos(rmi
, r′

mi
) (6.10)

6.4.4 On-the-fly Model Adaptation

Given a target code c and two thresholds th1 and th2, Adacom operates as follows:

it first identifies a subset of training samples M = {m1, m2, . . .} where each sample’s

training contribution score exceeds the user-defined threshold th1. If no such samples

are found, the model is not retrained. Otherwise, Adacom retrieves additional samples

121



CHAPTER 6. PROGRAM ADAPTATION

Table 6.3: The similarity matrix of two sequences of code representations.

byte get visibility ( ) ... 0x03
byte 0.87 0.12 0.11 0.12 0.05 ... ...
get 0.13 0.89 0.21 0.16 0.13 ... ...
type 0.07 0.33 0.56 0.21 0.19 ... ...

( 0.05 0.12 0.18 0.93 0.88 ... ...
) 0.03 0.08 0.15 0.87 0.91 ... ...
... ... ... ... ... ... ... ...

0x06 ... ... ... ... ... ... 0.77

Table 6.4: The algorithm based on soft-match for the token-level representations.

byte get visibility ( ) ... 0x03
byte 0.87 0.87 0.87 0.87 0.87 ... ...
get 0.87 1.76 1.76 1.76 1.76 ... ...
type 0.87 1.76 2.32 2.32 2.32 ... ...

( 0.87 1.76 2.32 3.25 3.25 ... ...
) 0.87 1.76 2.32 4.12 4.16 ... ...
... ... ... ... ... ... ... ...

0x06 ... ... ... ... ... ... 9.76

N = {n1, n2, . . .} from the influence graph that are associated with the nodes in M (see

Section 6.4.2). The estimated influence score between the samples in M and N must

surpass th2.

The retraining set is then augmented as S ′ = S ∪ Cinf (c1) ∪ . . . ∪ Cinf (cl), where

Cinf (ci) represents the influential cluster for ci. Threshold th1 filters semantically relevant

training samples, while th2 identifies those that can help the model mitigate the effects of

mutually harmful samples and retain mutually beneficial ones. If no mutually harmful

samples exist between M and N , as determined by the influence graph, Adacom excludes

these samples from further retraining.

Finally, all retrieved samples are used to retrain g, producing an updated model g′ that

generates a new comment for c as g′(c).
To minimize run-time overhead, Adacom freezes most of the neural network parame-

ters and updates only the last few layers. The number of retrainable layers is treated as a

user-configurable hyperparameter. Additionally, dropout and early stopping mechanisms

are employed to address overfitting and reduce retraining costs. The retraining process

halts either when a user-defined maximum number of epochs is reached or when the

retraining loss drops below the specified lower bound thlb.
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6.5 Evaluation
We evaluate Adacom by addressing the following research questions:

• RQ1: Can Adacom enhance the performance of various comment generation models?

• RQ2: Can Adacom improve comment generation across multiple datasets?

• RQ3: Does Adacom outperform neuron-based approaches augmented with retrieval

techniques?

• RQ4: How well does Adacom generalize to improve performance on out-of-distribution

samples?

• RQ5: What is the runtime overhead of Adacom when enhancing performance?

• RQ6: What role does each component of Adacom play in achieving performance

improvements?

6.5.1 Experiment Setup

Our experiments were performed on two Ubuntu 20.04 servers, each featuring dual

AMD Ryzen™ 9 5950X 16-Core CPUs, 128 GB of RAM, and two Nvidia RTX™

A4000 GPUs. The software environment was set up with Python 3.7 and the Anaconda

distribution. PyTorch served as the primary deep-learning framework, and pre-trained

models were obtained from the Transformers library (version 4.13.0). All models were

fine-tuned using the provided training datasets to achieve optimal performance.

Measurement Following existing literature [7, 109, 3, 206, 89, 6, 25], we use smoothing

BLEU4 [160][120], METEOR [12], and ROUGE-L [119] to evaluate the performance of

code comment generation.

Baselines We selected seven widely-used language models, including RoBERTa [127],

CodeBERT (small and base versions) [57], GraphCodeBERT [74], and CodeT5 (small,

base, and large versions) [204]. These models were chosen to ensure diversity in their

pre-training corpora (e.g., RoBERTa for natural language and CodeBERT for code),

architectural designs, and scalability across different sizes. Roberta, Codebert, and
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Table 6.5: The Statistics of the Experiment Datasets

Dataset Train Valid Test
FunCom 1,954,807 104,273 90,908
CosBench 296,425 42,348 84,694
CodeKG 161,857 20,282 40,512
CSN-Python 251,820 13,914 14,918
CSN-PHP 241,241 12,982 14,014
CSN-Go 167,288 7,325 8,122
CSN-Java 164,923 5,183 10,955
CSN-JavaScript 58,025 3,885 3,291
CSN-Ruby 24,927 1,400 1,261

GraphCodebert follow the same architecture but have different pre-trained tasks and

parameters. Roberta is pre-trained only on natural language, while all other models

are originally pre-trained on the CodeSearchNet dataset. Besides, we use the variants -

Codebert-small and CodeT5-small to test how the Adacom improves the performance of

small models. CodeT5-large is our experiment’s largest model, and it is a comparison

example of efficiency and resources.

6.5.2 Datasets

We select four public datasets with six different kinds of program languages, including

FunCom [109], CodeSearchNet [88] (CSN), CodeKG [39] and CosBench [213]. Table 6.5

shows the details.

CodeKG Dataset The CodeKG dataset selects the top 100 Java projects based on their

GitHub popularity (measured by the number of stars). These projects contain:

• 140,000 Java source files,

• 184,000 classes,

• 16,000 interfaces,

• 1.3 million methods, and

• 5.9 million fields (including formal parameters and local variables).

Automatically generated comments (e.g., those with @parameter, @return, and

@author annotations) and comments with copyright claims are excluded. After pre-

processing, the dataset contains 202,000 Java methods with both code and associated
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comments. The dataset randomly selects 141 thousand (∼70%) code-comment pairs as the

training set for those methods with available comments. For the rest of the code-comment

pairs, it chooses the code-comment pairs with no graphical connection to any of the nodes

in the training set as the testing set. As a result, it has 40 thousand (∼20%) code-comment

pairs as the testing set.

CodeSearchNet Dataset The CodeSearchNet dataset, introduced by [88], comprises

code-comment pairs collected from publicly available, non-fork GitHub repositories.

These repositories must be used by at least one other project and have a license permitting

the redistribution of project components. The dataset spans six programming languages:

Go, Java, JavaScript, Python, PHP, and Ruby. Only functions (or methods) with associated

documentation are included. Each code-comment pair is processed as follows:

The code is tokenized using TreeSitter [24], GitHub’s universal parser. The comment

is truncated to the first whole paragraph. Code-comment pairs are filtered based on three

rules: (1) Documentation must be at least three tokens long. (2) The function name must

not contain the substring "test." (3) Identical codes are removed. Dataset sizes for each

language are detailed in Table 6.5.

Funcom Dataset The Funcom dataset, prepared by LeClair et al. [109] from the

Sourcerer repository provided by Lopes et al. [130], which contains over 51 million

Java methods from 50,000+ projects. The authors applied several filtering steps: (1)

Methods preceded by JavaDoc comments (indicated by /**) were retained, with the first

sentence extracted as the comment. (2) Comments containing non-English words were

excluded. After these steps, 4 million methods remained. Further filtering removed

auto-generated code by excluding files with phrases like "generated by." However, unique

auto-generated codes were retained. Ultimately, the dataset consists of about 2.1 million

method-comment pairs. The dataset is split by project, meaning every project’s methods

are divided into training, validation, and testing subsets by 90%-5%-5%. Specifically, the

size of the training set is 1,954,807; the testing set size is 90,908, and 104,273 for the

validation set.

CosBench Dataset The CosBench dataset, created by [213], is designed for evaluating

code search methods. It includes three components: Codebase, QAset, and Metrics.
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Since QAset and Metrics are irrelevant to this study, we focus on the Codebase. The

Codebase comprises 1,000 popular GitHub Java projects, containing 475,783 Java files

and 4,199,769 methods, totaling 1.4 Gigabytes. For data cleaning and preprocessing, the

authors followed the approach in [72]: (1) Java method names and bodies were split by

camel case. (2) Duplicate tokens and stopwords (e.g., "the," "in") were removed. (3)

JavaDoc comments were extracted from the Abstract Syntax Tree (AST) of the methods.

We split the dataset by 70%-20%-10%, and the training set has 296,425 instances, the test

set has 84,694 cases, and the validation set has 42,348 samples.

6.5.3 Experiment Design

To address RQ1 (cross-model evaluation), we fine-tuned multiple language models

using the CodeKG dataset. The CodeKG dataset was chosen for its diversity across

selected projects and its detailed project-code relationships, which support deeper analysis

[39]. Considering the randomness introduced by the dropout mechanism during on-the-fly

retraining, each experiment was repeated five times to assess the consistency of Adacom.

For RQ2 (cross-dataset evaluation), we assessed the ability of Adacom to enhance

CodeT5-small across four datasets. The CodeT5-small model was fine-tuned individually

on each dataset, after which Adacom was applied to evaluate its impact across all test

datasets.

To investigate RQ3 (retrieval-methods comparison), we compared Adacom to Retro

[76], a retrieval-augmented approach, and a technique that retrieves helpful examples

using [CLS] tokens with cosine similarity. Unlike Retro, which retrieves and concatenates

similar samples during training, Adacom focuses on retrieving helpful samples for each

test case during the testing phase without altering the training stage.

For RQ4 (generalization), we followed the methodology in [199] and created a dataset

with separate source and target splits. The source and target datasets featured distinct

types of training and testing samples. We evaluated Adacom by applying it to the target

testing dataset, identifying helpful samples in the target training dataset, and adapting the

model using only those samples during on-the-fly training. Crucially, no fine-tuning was

performed on the target domain; instead, the estimated influence and representations of

the target training dataset were cached during the offline stage. This setup allowed us to

evaluate Adacom ’s ability to adapt to new domains by selectively retraining on helpful
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samples rather than the entire dataset. We defined the dataset splits across three levels of

granularity:

• Cross-Language Generalization: Adacom was applied to T5 [170] and Roberta models

pre-trained exclusively on natural language corpora. These models (source training

datasets) were used to generate code comments on the CodeKG dataset (target testing

dataset). Adacom ’s performance was evaluated by on-the-fly retraining using a small

subset of helpful samples from the CodeKG training dataset.

• Cross-Programming Language Generalization: Adacom was used with a Roberta model

trained on CSN-Java to generate comments for Python, PHP, Go, JavaScript, and Ruby

code in the CSN dataset. The Roberta model was trained on CSN-Java’s training data

(source dataset), and Adacom ’s performance was evaluated by identifying helpful

subsets from the training datasets of other programming languages.

• Cross-Project Generalization: Using project-level information from CodeKG, we split

the code corpus into Dpj1 and Dpj2 . The Roberta model trained on Dpj1 was evaluated

on Dpj2 , with Adacom enhancing performance by leveraging helpful samples from

Dpj2 .

For RQ5 (runtime overhead evaluation), we measured runtime performance during

the RQ2 experiments. Two configurations were used: an RTX 3080 GPU on a Windows

platform to simulate a developer’s working environment and an A4000 GPU on Ubuntu

for lab testing. We recorded the average improvement in smoothing BLEU-4 scores across

all datasets and the total time required for testing. Cost performance was then calculated

by determining the improvement in smoothing BLEU-4 per second.

To answer RQ6 (ablation study), we compared Adacom ’s performance across three

scenarios: (1) Using the comment from the most helpful sample as the prediction. (2)

Employing a standalone model without adaptation to generate predictions. (3) Comparing

CodeT5+[203] with CodeT5-small and CodeT5-base models equipped with Adacom.

6.5.4 Experiment Results

The following section shows the experiment results for each research question.
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Table 6.6: Boosting performance of Adacom: Cross-model Evaluation

Model Scale Parameter BLEU4 METEOR ROUGE-L

before after bst (%) before after bst (%) before after bst (%)
codeT5 small 60M 34.89±0.26 49.05±0.38 40.6 43.74±0.00 56.73±0.08 29.7 50.98±0.00 61.23±0.09 20.1
CodeBERT 84M 40.83±0.31 48.84±0.72 19.6 48.84±0.32 57.07±0.50 16.9 54.82±0.28 60.40±0.47 10.2

RoBERTa

base

173M 44.73±0.08 48.71±0.45 8.9 52.67±0.17 57.23±0.60 8.7 57.78±0.15 60.28±0.59 4.3
CodeBERT 173M 44.30±0.34 48.35±0.43 9.1 52.35±0.38 56.74±0.26 8.4 57.71±0.39 59.81±0.26 3.6
Graph 173M 45.51±0.48 49.40±0.53 8.5 53.68±0.58 57.82±0.46 7.7 58.89±0.60 61.13±0.48 3.8
codeT5 223M 45.53±0.00 49.79±0.03 9.4 54.19±0.00 57.63±0.15 6.3 58.48±0.00 61.85±0.09 5.8

codeT5 large 738M 45.99±0.65 49.87±0.66 8.4 54.09±0.69 58.27±0.47 7.7 59.29±0.57 61.73±0.46 4.1

RQ1: Cross-model Evaluation Table 6.6 demonstrates that Adacom significantly

enhances the performance of state-of-the-art comment generators with notable consistency.

On average, Adacom achieves a 14.9% improvement in the smoothing BLEU-4 score,

a 12.2% increase in the METEOR score, and a 7.4% boost in the ROUGE-L score.

Interestingly, the impact of Adacom is more pronounced on smaller models compared

to larger ones. This aligns with expectations, as smaller models tend to struggle more

with conflicting subsets of code samples, making them more receptive to Adacom ’s

optimization. Moreover, Adacom exhibits consistent performance across experiments.

The observed deviations fall within a narrow range: between 0 and 0.72 for BLEU-4, 0.08

and 0.5 for METEOR, and 0.09 and 0.59 for ROUGE-L. Adacom has improvement on

all different language models. Before the Adacom, although CodeT5-large has the best

performance, all the base-size models, including Roberta, Codebert-base, GraphCodebert,

and CodeT5-base, have a similar performance, which is close to the best. The small

models CodeBert-small and CodeT5-small clearly show much worse scores. However,

after the Adacom, all the models’ performance are increasing, especially the small-size

models, which approach the larger-size models. Due to the much shorter training time(all

epochs) and test time(per sample), the smaller models can gain much attention if they are

equipped with Adacom.

RQ2: Cross-dataset Evaluation Table 6.7 highlights that Adacom performs effectively

across various code datasets when applied to CodeT5-small, achieving an average im-

provement of 8.3% in BLEU-4, 5.0% in METEOR, and 3.2% in ROUGE-L. However,

the results reveal some variability in performance across datasets. Adacom demonstrates

significantly better enhancements on datasets such as CodeKG, Cosbench, and CSN-js.

Upon analysis, we found that datasets like CSN-python contain fewer helpful training
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Table 6.7: Boosting Performance of Adacom: Cross-Dataset Evaluation

Dataset BLEU4 METEOR ROUGE-L

before after bst (%) before after bst (%) before after bst (%)
CodeKG 34.89 49.05 40.6 43.74 56.73 29.7 50.98 61.23 20.1
Cosbench 29.22 31.31 7.15 35.86 37.07 3.37 37.23 37.48 0.67
FunCom 33.32 33.76 1.32 41.71 42.04 0.79 49.23 49.53 0.61
CSN-java 19.17 20.06 4.64 32.09 32.84 2.34 38.28 38.88 1.57
CSN-js 15.15 17.06 12.61 22.84 24.40 6.83 30.38 31.18 2.63
CSN-python 19.71 19.92 1.07 30.57 30.68 0.36 37.23 37.48 0.67
CSN-go 18.88 19.15 1.43 33.95 34.10 0.44 41.21 41.40 0.46
CSN-php 24.70 25.76 4.29 36.34 36.96 1.71 44.53 45.40 1.95
CSN-ruby 14.78 15.03 1.69 25.11 25.05 -0.24 31.77 31.94 0.54

Table 6.8: Performance Analysis: Retrieval Model vs. Semantic Embedding with Cosine
Similarity on CodeT5-Base Model

Dataset Retro CLS-Cosine Adacom
223M 223M 223M

CSN-java 20.05 20.14 20.85
CSN-js 16.15 17.35 18.81
CSN-python 19.67 19.58 20.46
CSN-go 19.46 19.12 19.61
CSN-php 24.91 26.45 26.90
CSN-ruby 14.91 14.45 15.39
overall 19.19 19.52 20.34

samples, which limits the potential for boosting model performance. Additionally, as

our hyperparameter tuning primarily focuses on optimizing BLEU scores, the BLEU-4

improvements are more pronounced compared to those of METEOR and ROUGE-L. One

practical mitigation strategy is to apply a stricter threshold for selecting helpful samples. A

higher threshold can reduce the inclusion of irrelevant training samples, thereby improving

the effectiveness of on-the-fly retraining.

RQ3: Retrieval-methods Comparison Table 6.8 illustrates that Adacom generally

outperforms retrieval-augmented approaches. Traditional retrieval-based methods struggle

to adapt the model to a specific test sample using only similar code-comment pairs. During

training, these methods remain susceptible to biases introduced by contradictory samples,

and simply appending similar examples to the input does not resolve these compromises.

In contrast, Adacom excels by adapting the model during testing. It selectively re-learns

from helpful samples while mitigating the influence of harmful ones, resulting in improved

performance tailored to individual test cases.
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Table 6.9: Cross-Domain Generalizability of Adacom: Language, Programming Language,
and Project Evaluation

Type Option BLEU4 METEOR ROUGE-L

before after bst (%) before after bst (%) before after bst (%)

Cross language T5-base 10.44 41.97 302.01 24.91 57.27 129.91 18.99 50.72 167.09
Roberta-base 6.42 37.51 484.27 10.24 42.85 318.46 11.45 38.77 238.60

Cross PL

CSN-JS 7.00 15.50 121.43 14.37 23.48 63.40 7.90 18.16 129.87
CSN-Python 7.42 12.91 73.99 16.34 22.61 38.37 8.54 16.71 95.67

CSN-Go 4.20 11.32 169.52 9.95 21.99 121.01 4.91 17.14 249.08
CSN-PHP 7.56 16.71 121.03 16.39 28.61 74.56 8.66 22.38 158.43
CSN-Ruby 7.71 9.95 29.05 16.18 20.18 24.72 8.63 13.69 58.63

Cross project CodeKG 11.52 35.19 205.47 20.82 45.57 118.88 28.03 48.64 73.53

RQ4: Generalization Evaluation Table 6.9 highlights the strong generalizability of

Adacom, demonstrating significant performance improvements across cross-language,

cross-programming-language (PL), and cross-project scenarios.

For cross-language adaptation, Adacom leverages on-the-fly retraining to adjust the

model using a small, helpful subset of the target samples. When adapting from natural

language to programming language, models like T5 and Roberta—pre-trained exclusively

on natural language—show marked performance gains, approaching the level of fine-tuned

models. This indicates that language models can bypass the resource-intensive fine-tuning

process by instead identifying a few relevant samples in the target dataset and applying

Adacom for adaptation to specific test cases.

For cross-PL generalization, we evaluated Adacom on the challenging CodeSearch-

Net dataset. The results confirm its capability to enhance performance across different

programming languages, reinforcing its adaptability in multilingual coding environments.

For cross-project scenarios, Adacom was tested on the diverse Java projects in

the CodeKG dataset. It maintained competitive performance, particularly on out-of-

distribution data, which includes code from previously unseen projects. Interestingly,

performance within the same project often exceeded baseline results, likely because fewer

projects reduced the compromises made by the large language model during training.

Overall, Adacom has proven effective in addressing distribution shifts across a variety

of challenging scenarios, making it a versatile tool for improving model robustness.

RQ5: Runtime Overhead Evaluation To evaluate the time consumption of Adacom,

we conducted an experiment using GraphCodeBERT on the CodeKG dataset, configuring

retraining parameters to include 20 epochs with the top 5 most similar training samples.
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Table 6.10: Efficiency Comparison: BLEU-4 Score Enhancement for Run-Time Overhead
with Baselines

Model Name CodeT5 CodeT5+ Adacom-small Adacom-base
Parameter Size 223M 770M 60M 223M

Windows

Time (second) 1.21 4.06 2.34 4.81
Time per sample (second) 0 2.85 1.13 3.60
Average boost BLEU score 0 0.63 0.45 1.28
Boost BLEU score per second - 22.11% 39.82% 35.56%

Ubuntu

Time (second) 0.38 1.91 1.46 3.16
Time per sample (second) 0 1.53 1.08 2.78
Average boost BLEU score 0 0.63 0.45 1.28
Boost BLEU score per second - 41.18% 41.67% 46.04%

After extensive hyperparameter ablation, we selected the CodeT5-small and CodeT5-base

models for further testing, setting the retraining parameters to 15 epochs, 3 helpful samples,

a learning rate of 5 × 10−5, and freezing the encoder along with half of the decoder.

Table 6.10 details the runtime overhead relative to the performance boost in smoothing

BLEU-4 scores, using the CodeT5-base model as the baseline. The results show that Ada-

com delivers significant performance improvements with relatively modest computational

effort. On the Windows platform, both Adacom-small and Adacom-base outperform

CodeT5+. On the Ubuntu platform, Adacom-base demonstrates superior performance

compared to CodeT5+. These findings suggest that Adacom is well-suited for practical

applications, particularly as a cost-efficient solution for enhancing the performance of

smaller models.

RQ6: Ablation study Table 6.11 highlights that relying solely on helpful comments

or standalone models, as shown in the first column, results in reduced performance for

Adacom. In contrast, the last two columns demonstrate how Adacom effectively integrates

helpful samples and adapts the model, achieving improved performance. The third column

presents the results for the standalone fine-tuned CodeT5-small model. Here, the prediction

is made by directly using the comment from the most helpful sample with the highest

contribution score. Notably, Adacom, when applied to CodeT5-small, outperforms even

the standalone CodeT5+ large model, as shown in the fourth column.

6.6 Case Study
This section further demonstrates our comparison between Adacom and ChatGPT.

ChatGPT is a popular deep language model that provides a practical and intuitive explana-
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Table 6.11: Ablation Study on Adacom

Retrieved Comment Model Only Large Model Adacom-small Adacom-base
223M 223M 770M 60M 223M

CSN-java 13.18 19.17 20.83 20.06 20.85
CSN-js 13.96 15.15 17.93 17.06 18.81
CSN-python 11.70 19.71 20.47 19.92 20.46
CSN-go 11.17 18.88 19.64 19.15 19.61
CSN-php 17.47 24.70 26.39 25.76 26.90
CSN-ruby 8.91 14.78 15.63 15.03 15.39
overall 12.73 18.73 20.15 19.50 20.34

tion for any code. Generally, ChatGPT has shown its powerful capability of generating

great interpretation. Thus, we prepare 100 code examples to compare ChatGPT with

Adacom and report the following findings.

Table 6.12: We compare our AdaCom with ChatGPT for code comment generation.

Sample Test Sample1 Test Sample2 Test Sample3
Code Text public int

getDataLength()
{
return dataLength;
}

public static ClusterNode
getClusterNode(String id) {
if (id == null) {return

null;}
ClusterNode clusterNode =

null;
for (EntryType nodeType :

EntryType.values()) {
clusterNode =

clusterNodeMap.get(new
StringResourceWrapper(id,
nodeType));

if (clusterNode != null)
{
break;
}}

return clusterNode;}

public int
getRootOffset()

{
return parent.

getRootOffset()
+ getParentOffset();

}

Ground
Truth

Returns the data length Get @link ClusterNode of the resource name Get the offset of this Data item from
the start of some hierarchy of struc-
tures

Adacom returns the data length get @ link cluster node of the resource get the offset of this data item from
the start of some hierarchy of struc-
tures

ChatGPT This code snippet is a getter
method that returns the value
of the "dataLength" field of the
class.

This code snippet retrieves a ClusterNode ob-
ject associated with a given id from a map of
ClusterNode objects by iterating over the val-
ues of EntryType enum and using an object
to access the appropriate key in the clusterN-
odeMap. If the id passed as a parameter is null,
it will return null.

This code returns the offset of a node
in the root of the tree by adding the
offset of its parent to the offset of its
parent in the root.

6.6.1 Abstract versus Detailed Explanation

In this case study, we find 71% of the ChatGPT-generated comments are “monologue”.

Generally, when given a piece of code, ChatGPT intends to explain it line by line, even
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when we ask it to answer with only one sentence. As shown in the first and second sample

in Table 6.12 and all the samples in Table 6.13, ChatGPT explains the code in a very

detailed way but in one sentence. ChatGPT usually translates the code line by line and

follows a structure like "defines a method called X," "takes X and X as parameters," or

"returns the X object." We deem this helpful for novice programmers while not necessary

for a senior software engineer who may need to know the brief function of the code.

Many researchers are working on a deep language model for general comment generation.

Nevertheless, software engineering tasks (e.g., software debugging, repair, and testing)

might require task-specific comment generation. Thus, we foresee that customized small-

to medium-sized comment generators in the integrated development environment (IDE)

could have an advantage over a general-purposed large model.

6.6.2 Explicit and Implicit Mistakes

However, after we manually compare 100 examples between ChatGPT and Adacom,

we find 71% of the prediction of ChatGPT suffers the verbose problem while software

engineers need the comment to be more abstract and concise. Moreover, we find that

ChatGPT still makes mistakes. However, its latent mistakes are more inclined to hide with

its eloquent appearance. In this study, we label 26% samples as plausible and misleading

to the users. Table 6.14 and the third piece of code in Table 6.12 showcases four examples.

The explanation is misleading compared to the ground-truth comment, especially for

programmers with little expertise in the domain. In contrast, the mistakes made by the

classical comment generator are easier to detect. We foresee that a differential testing

technique for comment generators can be applied to compare with multiple generators,

including classical comment generators and large language models such as ChatGPT, to

help programmers in practice.

These weaknesses are also reported on the official website [153]. We show three

examples in the 6.12. The first and second samples show that ChatGPT gives a correct but

lengthy answer, and the longer the comment, the more complex the code. ChatGPT almost

follows each code line and generates comments one by one but lacks global thinking

of the whole code snippet. The third sample shows that ChatGPT sometimes gives a

well-organized natural language description but incorrect comments. The comment of

ChatGPT misuses the "root" information while the code gets the offset from the start of
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some hierarchy of structures but maybe not the root. Overall, Adacom can give more

concise and abstract comments with the helpful sample set to help users understand the

prediction of the large language models.

Table 6.13: The predictions of ChatGPT are more verbose compared to AdaCom’s and
the ground truth.

Sample Test Sample1 Test Sample2 Test Sample3
Code Text public boolean

isEmpty() {
return size
== 0;

}

public okhttp3.Call
createUsersWithArrayInputAsync

(List<User> body,
final ApiCallback<Void>

_callback) throws
ApiException {
okhttp3.Call localVarCall
= createUsers(body,
_callback);
localVarApiClient.
executeAsync(localVarCall,
_callback);

return localVarCall;
}

public static String
getDefaultHost(
@Nullable String
strInterface)

throws
UnknownException {

return getDefaultHost
(strInterface, null,
false);

}

Ground
Truth

Returns true if the array is
empty.

Creates list of users with given input array (asyn-
chronously).

Returns the default (first) host name
associated by the default nameserver
with the address bound to the specified
network interface.

AdaCom Returns true if the array is
empty.

Creates list of users with the given input array
asynchronously

Returns the default ( first ) host name
associated by the provided nameserver
with the address bound to the specified
network interface

ChatGPT This code snippet defines
a method that returns a
boolean indicating whether
the collection is empty or
not by checking if the size
of the collection is equal to
zero.

This code defines a public method called "crea-
teUsersWithArrayInputAsync" that takes a list of
"User" objects and an "ApiCallback" object as
parameters, validates the input before making an
asynchronous call, and returns an okhttp3 Call
object.

This code defines a method called "get-
DefaultHost" which takes a single pa-
rameter "strInterface" and returns the
default host for that interface, poten-
tially throwing an exception if the host
is unknown.

6.7 Threats to Validity
Scalability Adacom requires additional time for model adaptation, particularly when

dealing with billion-parameter models. To address this, freezing techniques are essential,

specifically by freezing the encoder’s parameters and selectively training only a subset of

the decoder’s parameters.

Construct Validity Adacom relies on the assumption that it can identify helpful

examples in the training dataset using two defined metrics to improve model performance.

However, certain test cases may lack any relevant or helpful examples, and these are

excluded from consideration. Additionally, there is a possibility that the proposed method

might inadvertently select harmful samples. This limitation emphasizes the need for
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Table 6.14: The ChatGPT gives incorrect predictions compared to AdaCom’s and the
ground truth.

Sample Test Sample1 Test Sample2 Test Sample3
Code Text public void stop

() {
if (this.started)

{
this.started =

false;
this.cumulate

+= System.
nanoTime() -
this.last;
}

}

public static _Fields
findByThriftIdOrThrow
(int fieldId) {

_Fields fields =
findByThriftId(
fieldId);
if (fields == null
)

throw new
IllegalArgument

Exception("Field " +
fieldId + " doesn’
t exist!");
return fields;

}

protected DatanodeInfo
takeNodeOutofService(int
nnIndex,

String datanodeUuid,
long maintenanceExpirationInMS,
List<DatanodeInfo>
decommissionedNodes,
Map<DatanodeInfo, Long>
inMaintenanceNodes,
AdminStates waitForState)
throws IOException {

return takeNodeOutofService(
nnIndex, (datanodeUuid !=
null ?

Lists.newArrayList(
datanodeUuid) : null),
maintenanceExpirationInMS,
decommissionedNodes,
inMaintenanceNodes,
waitForState).get(0);

}

Ground
Truth

Stop the timer. Note: No
effect if timer is already
stopped.

Find the _Fields constant that
matches fieldId, throwing an excep-
tion if it is not found.

Decommission or perform Maintenance for DataN-
odes and wait for them to reach the expected state.

AdaCom Stop the timer Find the fields that matches field id,
throwing an exception if it is not
found

Decommission or perform maintenance for data nodes
and wait to reach the expected state

ChatGPT This code is stopping a cur-
rently running process and
updating the cumulative time
spent running by adding the
difference between the cur-
rent time and the last time the
process was started.

This code is a method for finding
a field in a thrift object by its ID
and throwing an exception if it is
not found.

This code takes a node out of service by calling an-
other method, "takeNodeOutofService," with the given
arguments and returns the first element of the list re-
turned by that method.

diverse and comprehensive training datasets that encompass a wide range of projects and

scenarios.

Internal Validity We also examined scenarios where Adacom exhibits limited effec-

tiveness. One issue arises from overfitting during retraining. As shown in Table 6.15,

even when Adacom correctly identifies a useful reference chelp, it struggles to determine

the optimal extent to which the comment generator should learn from that reference. For

instance, in the example, Adacom retrains the deep comment generator for 15 epochs, but

the optimal stopping point occurs at epoch 11. Stopping earlier would have yielded higher

accuracy and reduced runtime.

To address this, Adacom could present candidates to users, enabling them to select

and use helpful samples to better interpret the model’s behavior. Future work will focus

on refining the relationship between the performance metrics and the stopping criteria for
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Table 6.15: Illustration of Potential Overfitting in Adacom

Sample Target Test Sample Harmful Training Sample Helpful Training Sample
Code ReceiptViewModel

purchase(...) {
Db.User user = Db.
getInstance().
findUserByUserName
(userName);
if (user == null)
{
...

}
Db.Account account
= findAccount(
user);
return purchase(
user, account,
itemName);

}

String receiveRequest(
Object...
parameters)
throws

DbUnavailableException
{

var id =
generateId();
var req = new
PaymentRequest(id,
(float)
parameters[0]);
return updateDb(
req);

}

ReceiptViewModel
purchase(...) {

Db.Product item
= Db.get().
find(itemName);

if (item ==
null) {
...

}
Receipt receipt
= ...;

if (transaction
== null) {
...

}
return receipt;

}

Ground
Truth

domain purchase with userName
and itemName, with validation for
userName

public method which will receive
request from @link com. iluwatar.
commander. Commander

domain purchase with user, ac-
count and itemName, with val-
idation for whether product is
out of stock and whether user
has insufficient funds in the ac-
count

Origin (BLEU 16.78) register purchase with user name
Adacom
Epoch8

(BLEU 66.43) domain purchase with user name and item name , with validation for whether user is
enabled or not

Adacom
Epoch11

(BLEU 84.84) domain purchase with user name and item name , with validation for the account

Adacom
Epoch15

(BLEU 47.79) domain purchase with user , account and item name , with validation for whether user is
enabled or not

on-the-fly retraining, aiming to improve the process further.
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Chapter 7

Conclusion and Future Work
This chapter concludes the thesis by summarizing its contributions and outlining

directions for future research. Section 7.1 summarizes the main contributions of this thesis,

and Section 7.2 discusses some ongoing and future directions.

7.1 Summary of the Thesis

This thesis includes program refinement, documentation, evolution, and real-time

adaptation throughout the key phases of the software development life cycle. We built

several tools and conducted comprehensive experiments to show their effectiveness.

First, we introduced LLM4PR, a system designed for the automated generation of

verified code, integrating LLMs and formal methods like automated theorem provers. Our

method transforms formal specifications into executable code through a process guided

by refinement laws and enhanced interaction with LLMs. We have extended the formal

refinement calculus to better accommodate the informal nature of LLMs by constructing

active prompts that effectively guide the model. LLM4PR leverages the capabilities of

GPT-4 to predict the applicable refinement laws intelligently and to assist in generating

code suitable for formal verification. Following the code generation phase, LLM4PR

employs ATPs to rigorously verify the refinement conditions and ensure that the generated

code adheres to the specified preconditions and postconditions. Our experimental results

validate that LLM4PR not only enhances the robustness of the generated code but also

significantly improves correctness over existing state-of-the-art LLM-based approaches.

This demonstrates LLM4PR’s effectiveness in producing high-quality, verified software,

marking a substantial advancement in the field of automated code generation.
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Secondly, we propose CProSum, including a graph-structure context extractor, a

structure-centric context evaluator, and a context-aware comment generator to enhance

existing code summarization techniques regarding their code context. We transform the

whole code project into a code knowledge graph and then use a context-evaluating and

prompting framework adaptable to encoder-decoder summarization architectures. We

further build a large graph dataset to facilitate the training and application of retrieved

augmented generator-based solutions. Our extensive experiment shows that the graph

contextual information is helpful for both selecting the related code examples and boosting

the performance of comment generation. Our approach outperforms existing baselines

by effectively utilizing structural and contextual information. Moreover, our experiment

shows that all existing techniques can be further improved with a graph-based design.

Thirdly, we present CoEdPilot, a comprehensive end-to-end framework designed to

interactively generate code edits by coordinating a series of neural transformers, each

responsible for analyzing previous edits, subsequent edits, and generating new edits. Our

extensive experimental results demonstrate that CoEdPilot excels in accurately predicting

edit locations and generating viable edit options. Additionally, this framework enhances

the capabilities of several leading-edge edit generators, significantly boosting their per-

formance. A user study confirms that when integrated as a VS Code plugin, CoEdPilot

effectively aids programmers in real-world coding tasks, streamlining the editing process

and improving efficiency.

Finally, we presented Adacom, a novel solution of real-time performance enhancement

for neural network models. We observed that models tend to compromise the performance

of individual samples to improve the overall generalization ability, as the conflicting effect

is universal across different training sets. To address this issue, Adacom is designed to

further improve the model’s performance on specific samples by utilizing the potential

of the training set. We build the influence graph and estimate the contribution of training

samples to generate a helpful set for each test sample. Once the model is deployed, we

retrain it on the fly with the selected helpful training samples for each test sample and

generate the code comment based on that new model. Extensive experiments have shown

that Adacom can effectively improve the performance of the code comment generation on

diverse datasets, programming languages, and different deep language models. Further,

Adacom also shows its decent generalizability in cross-language, cross-programming-

language, and cross-project settings.
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7.2 On-going and Future Works
We are actively developing LLM with formal methods for trustworthy LLM-assistant

tools. This section discusses some ongoing and future works surrounding the LLM and

formal methods. The road map of the formal methods agents with LLM is published on

the arxiv [231].

7.2.1 Tool Development

To bridge the gap between theoretical advancements and practical applications, de-

veloping and deploying our tools in real-world scenarios is a crucial part of our future

work. We have collaborated with companies to deploy our tools as industrial products.

We are committed to enhancing tools that leverage the latest innovations in LLMs and

formal methods and are built more robustly and reliably for use in diverse environments.

A key focus of our upcoming initiatives will be to address and mitigate the problem

of over-fitting. This involves refining our methods to enhance the understanding and

scientific control of the adaptation and fine-tuning process, ensuring that our models

generalize well and remain effective under varied conditions. By doing so, we aim to

provide tools that perform well on laboratory benchmark tests and deliver consistent and

reliable performance in real-world applications.

7.2.2 Program Generation Techniques

Developing new program generation algorithms and refining related techniques re-

mains our top priority. We have identified several promising directions to guide our future

efforts:

Expansion of Refinement Laws and Program Structures Expanding the scope of

refinement laws and program structures is a strategic priority to address more complex

and diverse software engineering challenges. By deepening our engagement with formal

methods and broadening the applicability of our tools, we strive to handle intricate

questions and specifications that arise in industrial software projects. Enhancing these

tools will facilitate the development of highly sophisticated, automated solutions that push

the boundaries of current technology. We envision these formal method-based tools as

becoming crucial in the software industry’s evolution, delivering solutions that are not
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only technically robust but also reliable and indispensable for developers across various

domains. This advancement will solidify our contribution to setting new standards for

accuracy and dependability in software development.

Development of a Larger Knowledge Graph The construction of an expanded knowl-

edge graph represents a crucial step forward in our approach to software development. This

enhanced knowledge graph will enable a deeper and more detailed analysis of software

projects by mapping out a more extensive graph of code dependencies and interactions.

Such an expansion will significantly improve our understanding of the nuanced rela-

tionships within codebases, facilitating more informed decision-making in the program

generation process. The larger knowledge graph will boost the accuracy and effectiveness

of our algorithms, enabling them to handle increasingly complex scenarios with greater

precision. Through this advanced tool, we aim to revolutionize how developers interact

with and manage large-scale software projects, ultimately leading to more robust and

efficient software systems.

Innovation in Future Code Edits We are exploring new methodologies for predicting

and implementing code edits. Incorporating real-time analytics into development tools

can provide immediate insights into how code changes affect software performance and

stability. By analyzing code behavior in real-time, developers can receive proactive

suggestions for necessary edits before issues become problematic, effectively reducing

debugging time and enhancing code quality. Drawing insights from version control

systems can help predict future code edits by analyzing historical data on code changes.

By understanding patterns in how software has evolved, predictive models can suggest

future changes that align with long-term development trends or correct recurring issues.

Advancement in Adaptation Methods Our goal is to significantly advance the adapta-

tion methods used within our tool sets so that they more effectively align with the dynamic

and ever-evolving nature of software development projects. By meticulously refining

these methods, we aim to equip our tools with the latest real-time adaptation techniques

to seamlessly adjust to changes in project requirements and shifts in the technological

landscape. This enhancement will ensure that the programs generated by our tools meet

current needs and adapt proactively to future demands, maintaining their relevance and
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effectiveness over time. This strategic improvement will enable developers to manage and

anticipate changes more efficiently, thus fostering more resilient and adaptable software

solutions.

7.2.3 LLM Agents

LLM Agents are advanced AI systems that utilize large language models to interpret

and generate human language with a high degree of contextual understanding and sophisti-

cation. These agents maintain the continuity of conversations, recall past interactions, and

dynamically adjust their responses in varying tones and styles to suit different situations.

LLM agents’ advanced capabilities make them highly effective for complex tasks such as

problem-solving and engaging in nuanced dialogues. Consequently, they are increasingly

utilized in diverse fields, including data analysis, education, and healthcare. Moreover,

LLM Agents possess a degree of autonomy, enabling them to self-navigate within the

scope of their programming. This autonomous capability allows them to effectively as-

sist human users by streamlining productivity, alleviating mundane tasks, and tackling

complex challenges. However, despite their sophisticated linguistic abilities, LLM Agents

are vulnerable to misinformation, inherent biases, privacy breaches, and the potential

propagation of harmful content. We are building the PAT [190] based LLM agent to

remedy these weaknesses. PAT is a toolkit for flexible and efficient system analysis under

fairness. It proposes a unified algorithm to effectively model check systems with a variety

of fairness in different settings. We add another safety layer using PAT to recognize the

potential for misuse and the hallucination of the LLM agents for code generation, mitigate

the risk of spreading misinformation, and ensure responses are contextually appropriate

and correct.

Through these directions, we seek to significantly enhance our capabilities in program

generation, setting new benchmarks for innovation and reliability in software develop-

ment tools. These efforts will address current challenges and pave the way for future

advancements in the field.
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